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Abstract

In this paper we consider Markov decision processes with
average cost criteria, and discuss an approach for char-
acterizing the performance loss associated with using a
suboptimal control policy.

Because there are often difficulties associated with
computing and implementing optimal control policies,
heuristic control policies are often used in practice. For
such a policy, we would like to be able to compute guar-
anteed bounds on its performance, specifically its perfor-
mance relative to an optimal policy. In other words, our
goal is to produce a systematic approach for evaluating
how far a specific policy is from optimality.

This approach is demonstrated on a simple queuing
system with a single server and multiple job classes. We
use the general methods developed in the first part of
the paper to show that for any non-idling policy, subop-
timality of the resulting average queue length is bounded
by a factor which only involves service rates.

1 Introduction

Computation of optimal control policies for Markov de-
cision processes is often intractable, particularly for sys-
tems with infinite or very large state spaces. If the
general form of the optimal control policy is known, it
still may not be implementable due to certain difficul-
ties. These include high computational costs required to
evaluate the control action at each time step, require-
ments that complete state information is known at each
time step, or the fact that control decisions are based
on a complete statistical description of the system. As
a result, suboptimal heuristic control policies are often
used in practice. In this paper, we consider Markov de-
cision processes with general state spaces and an average
per-period cost objective. The main contribution of this
paper is an approach for characterizing the performance
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loss associated with using a suboptimal control policy.
Our goal is to produce a systematic approach for eval-
uating how far from optimality are the costs incurred
using a specific policy. The methods described in this
paper are used to provide a worst-case ratio between the
cost incurred by a specific suboptimal policy and the cost
incurred by an optimal policy.

The general methods are then demonstrated on a sim-
ple queuing model. We consider the problem of control-
ling a queue with a single server and multiple job classes.
For this problem, the optimal policy is well known, but
its implementation requires knowledge of the exact ser-
vice rates for each job class. On the other hand, per-
formance analysis of some easily implementable policies,
such as FIFO, is generally recognized to be quite diffi-
cult. We apply the general methodology discussed in the
first part of the paper to show that for any non-idling
policy, suboptimality of the resulting queue occupancy
is bounded by a factor which only involves service rates.
This bound supports the intuition that, if service rates
for different classes are reasonably close, then service dis-
cipline shouldn’t have much effect on queue length, re-
gardless of arrival rates.

1.1 Prior Work

The main contributions of this paper are bounds on av-
erage per-period cost for general state space Markov de-
cision processes, and the application of these bounds to
the example problem of controlling a multiclass queue.
Extensive work has been done previously both on bound-
ing costs in Markov chains, and in control and analysis
of multiclass queues.

For finite state Markov chains, bounds similar to those
in Section 2 of this paper originally appeared in [9], where
they were used for the purpose of proving convergence
of a value iteration algorithm for average cost Markov
decision processes. Similar bounds appeared later in
[10], again for the finite state case. For general state
spaces, the bounds in Section 2 are closely related to
Lyapunov theorems for Markov chains. For example, a
similar upper bound can be found in Theorem 14.2.2 of
[8]. One drawback of the standard Lyapunov theorems is
that, for systems with positive unbounded costs, they are
typically only useful for producing upper bounds. The
bounds presented in this paper can be thought of a gen-
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eralization of both the finite state bounds and the Lya-
punov bounds, with the particularly attractive feature
that they can produce useful upper and lower bounds
for systems with unbounded costs.

The type of queueing system that we consider as an
example has been extensively studied, primarily in the
continuous-time case. The optimal control policy for
this system is well known, and is a special case of the
cμ rule [5]. In the discrete-time case, optimality of the
cμ rule was established in [2] and [4]. In [1], the dis-
crete time model is considered and it is shown that the
region of achievable average queue lengths for all policies
is a polyhedron. It is worth noting that it is possible
to obtain the bounds of Theorem 4 from this polyhedral
characterization, however, we believe that the approach
taken in this paper results in a much simpler proof.

1.2 Preliminaries

In this paper we consider discrete-time Markov decision
processes. The systems considered have a general state
space X which is measurable with respect to some given
σ-field B(X ), and a finite set of actions U available at
each time step. Taking action u ∈ U when in state x ∈ X
incurs a cost r(x, u). After taking action u in state x, the
system state evolves according to the probability

p(S|x, u) = Pr{X(t + 1) ∈ S|X(t) = x,U(t) = u},

where S ∈ B(X ).

We consider the performance of such systems under
static state-feedback policies. A static state-feedback
policy μ : X → U is a rule which chooses the ac-
tion in each time step based on the current system
state. Under a static state-feedback policy μ, the
random process describing state evolution is a time-
homogeneous Markov chain Xμ with transition proba-
bility p(S|x, μ(x)). Throughout this paper, we will occa-
sionally simply use the word policy when referring to a
static state-feedback policy.

In this paper, we evaluate performance of a system
under a particular policy μ in terms of the average per-

period cost

Jμ = lim
t→∞

1

t + 1

t∑
k=0

E
[
r
(
Xμ(k), Uμ(k)

)
|Xμ(0)

]
,

where Uμ(t) = μ(Xμ(t)). An optimal static state-
feedback policy is one which achieves the minimum av-
erage per-period cost of all such policies.

Throughout this paper, we assume all functions from
X to R are measurable with respect to B(X ) and the
Borel σ-field B(R). Also, to simplify notation, we will
occasionally write conditional expectations as

E[h(X(t + 1)) | x, u],

where it understood that we mean

E[h(X(t + 1))|X(t) = x,U(t) = u].

2 Bounds on Average Per-Period Cost

In this section we give a method for determining bounds
on the average per-period cost incurred by a Markov de-
cision process. We will first show how bounds can be
computed for Markov chains without control (or with a
given state-feedback control). This approach will then be
extended to provide a lower bound on the average per-
period cost incurred by any static state-feedback policy.
By determining an upper bound on the cost incurred by
a given policy and a lower bound on the cost incurred
by any policy, we can quantify how far from optimal the
given policy is.

2.1 Markov Chains Without Control

Theorem 1, which is the main result of this paper, is
used to establish upper and lower bounds on the average
cost incurred by Markov chains with general measurable
state spaces.

Theorem 1. For any h : X → R, let

βu = sup
x∈X

{r(x) + E[h(X(t + 1))|X(t) = x] − h(x)}

and

βl = inf
x∈X

{r(x) + E[h(X(t + 1))|X(t) = x] − h(x)} .

If

sup
x∈X

{
E[h(X(t + 1))2|X(t) = x] − h(x)2

}
< ∞,

then

βl ≤ lim
t→∞

1

t + 1

t∑
k=0

E[r(X(k))|X(0)] ≤ βu

for all X(0) ∈ X .

Proof. Let

Δ1(x) = E[h(X(t + 1))|X(t) = x] − h(x).

The definition of βu implies

(t + 1)βu ≥ E

[
t∑

k=0

(
r(X(k)) + Δ1(X(k))

)∣∣∣∣∣ X(0)

]

=

t∑
k=0

E[r(X(k))|X(0)] +

E[h(X(t + 1))|X(0)] − h(X(0)).
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Therefore,

1

t + 1

t∑
k=0

E[r(X(k))|X(0)] ≤

βu +
1

t + 1

(
h(X(0)) − E[h(X(t + 1))|X(0)]

)
.

Similarly, we can establish the inequality

1

t + 1

t∑
k=0

E[r(X(k))|X(0)] ≥

βl +
1

t + 1

(
h(X(0)) − E[h(X(t + 1))|X(0)]

)
.

To complete the theorem, we must show that

lim
t→∞

1

t + 1
E[h(X(t + 1))|X(0)] = 0

for all X(0) ∈ X . Let

Δ2(x) = E[h(X(t + 1))2|X(t) = x] − h(x)2.

If
sup
x∈X

{Δ2(x)} = M < ∞,

then

(t + 1)M ≥ E

[
t∑

k=0

Δ2(X(k))

∣∣∣∣∣ X(0)

]

= E[h(X(t + 1))2|X(0)] − h(X(0))2.

Therefore,

|h(X(0))| +
√

(t + 1)M ≥
√

h(X(0))2 + (t + 1)M

≥
√

E[h(X(t + 1))2|X(0)]

≥ E
[
|h(X(t + 1))|

∣∣ X(0)
]
,

where the last inequality follows from the concavity of
the square root and Jensen’s inequality. Finally,

lim
t→∞

1

t + 1
E

[
|h(X(t + 1))|

∣∣ X(0)
]
≤

lim
t→∞

1

t + 1

(
|h(X(0))| +

√
(t + 1)M

)
= 0,

implying that limt→∞
1

t+1E[h(X(t+1))|X(0)] = 0 for all
X(0) ∈ X . �

2.2 Markov Chains With Control

Theorem 1 is used to establish upper and lower bounds
on the average per-period cost incurred by an irreducible,
positive recurrent Markov chain. Since our ultimate goal

is to bound the performance gap between a given policy
and a policy which achieves minimum cost, this result
is now extended to provide a lower bound on the aver-
age per-period cost incurred by any static state-feedback
policy.

Theorem 2. For any h : X → R, let

βl = inf
x∈X ,u∈U

{r(x, u) + E[h(X(t + 1))|x, u] − h(x)}.

Any static state-feedback control policy μ : X → U such

that

sup
x∈X

{
E[h(X(t + 1))2|x, μ(x)] − h(x)2

}
< ∞

has average per-period cost satisfying

βl ≤ lim
t→∞

1

t + 1

t∑
k=0

E[r
(
X(k), μ(X(k))

)
|X(0)]

for all X(0).

Proof.

βl = inf
x∈X ,u∈U

{r(x, u) + E[h(X(t + 1))|x, u] − h(x)}

≤ inf
x∈X

{r(x, μ(x))+E[h(X(t + 1))|x, μ(x)]−h(x)}

The remainder of the proof simply requires application
of Theorem 1. �

Note that in order to use Theorem 2 to prove a lower
bound on the performance of an optimal policy, we must
show that the expected drift in h2 is bounded under an
optimal policy. This is often accomplished, as in the ex-
ample of the next section, by showing that the expected
drift in h2 is bounded for all stable policies.

Summary: We will end this section with a summary
of how each of these theorems are used:

1. For a given policy μ̂, Theorem 1 is used to determine
an upper bound βu on the average per-period cost
incurred by this policy.

2. Theorem 2 is used to determine a lower bound βl on
the average per-period cost incurred by an optimal
state-feedback policy.

3. We can then use βu/βl as a bound on the worst-case
cost ratio between μ̂ and an optimal policy.

3 Example: Control of a Multiclass

Queue

Here we will apply the methods of the previous section
to the problem of controlling a multiclass queue. Our
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goal is to show that for any reasonable control policy,
the average queue length is within a fixed bound of the
optimal average queue length.

A multiclass queue is simply a queue where each job
may be a member of one of N distinct job classes. What
differentiates job classes is that jobs of certain classes
may arrive more frequently than jobs of other classes,
and jobs of certain classes may require longer service
times than jobs of other classes. For queues with jobs of
a single class, the order in which arriving jobs are served
has no effect on certain quantities, such as the average
queue length. Therefore, a simple control policy such as
first in-first out (FIFO) results in the same average queue
lengths as a more complex control policy. However, for
systems with job dependent service times, the order in
which arriving jobs are serviced does have an effect on
average queue length. For a system with a finite number
of job classes and memoryless arrival and service time
distributions, the policy which minimizes average queue
length is well known [2, 4]. In the optimal policy, job
classes are prioritized according to average service time,
and jobs with shorter average service times are served
before jobs with longer average service times. Also, if a
low priority job is in service, it is temporarily put aside if
a job of higher priority arrives. In other words, this pol-
icy assumes that it possible to distinguish between job
classes, requires knowledge of service statistics for each
job class, and allows to possibility of preempting jobs
in service. When it is impractical to implement such a
control policy, we need to resort to a simpler subopti-
mal control policy. This raises the question, “If I use
a suboptimal control policy, how much longer than op-
timal may the average queue length be?” We consider
the set of all non-idling policies, which are policies that
always serve jobs as long as there are jobs in the queue.
We will show that the queue lengths resulting from any
non-idling policy are bounded by a factor involving only
the service rates. The bound we obtain gives a way of
quantifying the intuitive notion that the control policy
has little effect on average queue length if service rates
for all job classes are close.

We consider a discrete time model of this queueing sys-
tem. In time slot t, Ai(t) ∈ {0, 1} jobs of class i arrive
in the queue. We assume that at most one job arrives
in the queue in each time slot; that is

∑
i Ai(t) ≤ 1 for

all t. We also assume that for all t′ �= t, the arrival
vectors A(t) and A(t′) are independent and identically
distributed. We denote λi = E[Ai(t)], where this ex-
pectation is independent of t. We let Xi(t) denote the
number of class i jobs in the queue at time t, and let
X(t) = (X1(t), . . . , XN (t)). We define the control se-
quence Ui such that Ui(t) = 1 if a class i job is be-
ing serviced in time slot t, and Ui(t) = 0 otherwise.
If we are servicing a job of class i in a time slot, then
service is completed with probability σi. This proba-
bility is independent of service history, resulting in ge-

ometrically distributed service times. Finally, we let
Di(t) = Ui(t)I(Xi(t))Bi, where Bi is a Bernoulli ran-
dom variable with E[Bi] = σi and I denotes the indicator
function defined as

I(x) =

{
0 if x = 0
1 otherwise

.

The random variable Di(t) indicates the number of jobs
of class i successfully served in time slot t. The queue
length dynamics evolve according to

Xi(t + 1) = Xi(t) + Ai(t) − Di(t)

for each i ∈ {1, . . . , N}.

It is clear that the problem of choosing how to serve
job classes in order to minimize average queue length is
a Markov decision process with average per-period cost
criteria. For the model we consider, the state space is
X = Z

N
+ , the set of possible queue occupancies for each

job class. The action space is

U =

{
u ∈ {0, 1}N

∣∣∣∣∣
N∑

i=1

ui = 1

}
.

Here the cost incurred in time slot t is r(X(t)) =∑N

i=1 Xi(t), the total number of jobs in the queue. Let
μ : X → U be a state-feedback control policy, and let Xμ

be the queue length process under this policy. Then

Jμ = lim
t→∞

1

t + 1

t∑
k=0

E[r(Xμ(k))|Xμ(0)]

is the average queue length under policy μ. As mentioned
before, we will consider the class of non-idling policies.
A policy μ is said to be non-idling if, for any x �= 0,
μ(x) = ui implies xi > 0.

We would now like to consider the effect of control pol-
icy on average queue length. Under certain conditions,
bounded queue lengths may not exist for any non-idling
policy (i.e., the system is not stabilizable). Therefore,
we must identify and restrict our attention to the cases
where the system is stabilizable. The following lemma
identifies the cases in which the system cannot be sta-
bilized by a non-idling policy. This result is standard
(see, for example, [6]), so the proof is omitted due to
space constraints. However, we would like to point out
that the methods of the previous section could be used
to establish this result.

Lemma 3. If
∑N

i=1
λi

σi

> 1, then there is no non-idling

policy with bounded average queue length.

It turns out that, when
∑N

i=1
λi

σi

< 1, any non-idling
policy achieves bounded average queue lengths. The fol-
lowing result relates the average queue length of an ar-
bitrary non-idling policy to the average queue length of
an optimal policy.
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Theorem 4. Let μNI be an arbitrary non-idling pol-

icy, and let μOPT be an optimal non-idling policy. If∑N

i=1
λi

σi

< 1, then JμNI
and JμOPT

are finite and satisfy

JμNI

JμOPT

≤
maxi{σi}

mini{σi}
.

Proof. To prove an upper bound on JμNI
, we use

hu(x) = K1

⎛⎝(
N∑

i=1

xi

σi

)2

+ K2

N∑
i=1

xi

σi

⎞⎠ ,

where

K1 =
maxi{σi}

2
(
1 −

∑N

i=1
λi

σi

)
K2 =

(
1 − 2

N∑
i=1

λi

σi

)
.

Let

Δu(x) = E[hu(X(t + 1)) | X(t) = x] − hu(x).

Using Xi(t+1) = Xi(t)+Ai(t)−Di(t), after some algebra
one can obtain

r(x) + Δu(x) =
N∑

i=1

(
1 −

maxj{σj}

σi

)
xi + β max

j
{σj},

where

β =

∑N

i=1

(
1 + 1

σi

)
λi

σi

− 2
(∑N

i=1
λi

σi

)2

2
(
1 −

∑N

i=1
λi

σi

) .

To prove a lower bound on JμOPT
, we use

hl(x) = K3

⎛⎝(
N∑

i=1

xi

σi

)2

+ K2

N∑
i=1

xi

σi

⎞⎠
where

K3 =
mini{σi}

2
(
1 −

∑N

i=1
λi

σi

)
and K2 is defined as before. Let

Δl(x, u) = E[hl(X(t + 1)) | X(t) = x,U(t) = u] − hl(x).

The choice of u which minimizes r(x) + Δl(x, u) has

E
[∑N

i=1
Di(t)

σi

∣∣∣ X(t) = x,U(t) = u
]

= 1 whenever x �= 0.

Therefore,

min
u∈U

{r(x) + Δl(x, u)} =

N∑
i=1

(
1 −

minj{σj}

σi

)
xi + β min

j
{σj}.

To complete this proof, we need to show that

sup
x∈X

{
E[hu(X(t + 1))2 | x, μ(x)] − hu(x)2

}
< ∞

and

sup
x∈X

{
E[hl(X(t + 1))2 | x, μ(x)] − hl(x)2

}
< ∞

for all non-idling policies μ. Both hu and hl are of the
form

h(y) = K(y2 + K2y),

where y =
∑N

i=1
xi

σi

. Squaring h obtains

h(y)2 = K2(y4 + 2K2y
3 + K2

2y2).

For any non-idling policy, the expected drift

E[h(X(t + 1))2 | x, μ(x)] − h(x)2

is a third order polynomial with the third order term
equal to

4K2

(
N∑

i=1

λi

σi

− 1

)(
N∑

i=1

xi

σi

)3

.

Whenever the system is stabilizable, this is negative for
all x �= 0. Hence, the expected drift in h2 is bounded
above for all non-idling policies. This implies that the
bounds βu and βl are valid and

JμNI

JμOPT

≤
βu

βl

=
maxi{σi}

mini{σi}
.

�

We would like to point out that this bound is not ob-
tained by simply upper and lower bounding the average
queue length of the multiclass queue by the queue lengths
of queues which serve all job classes at the minimum and
maximum service rates, respectively. While such an ap-
proach would provide upper and lower bounds, the gap
between these bounds can be made arbitrarily large for
given service rates. In fact, we can show that the bound
produced in Theorem 4 is tight.

The proof of tightness of the bound is left out due
to space constraints. Essentially, this proof considers a
system with two job classes and compares the perfor-
mance of the two policies which give strict priority to
one class. By computing the average queue lengths un-
der these policies, it is shown that arrival statistics can
be chosen so that the the bound in Theorem 4 can be
approached arbitrarily closely.

It is also worth noting that the proof of Theorem 4
does not require any knowledge of the optimal policy.
The lower bound on optimal performance is determined
via a much simpler argument than would be required
to derive and evaluate the optimal policy. Also, it may
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appear at first sight that the upper bound in the proof
of Theorem 4 may not apply to FIFO, since FIFO is
not a state-feedback policy under the current definition
of the system state. However, it is possible to create
a countable state space under which FIFO is a state-
feedback policy. Moreover, r and hu can be interpreted
in this new state space and an identical upper bound
can be derived. A similar procedure could be carried
out to verify that the upper bound is also valid for non-
preemptive policies.

4 Conclusion

In this paper, we presented a method which can be ap-
plied to obtain bounds on costs in Markov decision pro-
cesses with general state spaces and average per-period
cost criteria. This method was applied to the problem of
control of a multiclass queue to establish a bound on the
ratio between the average queue length achieved by any
practical policy and the average queue length achieved
by an optimal policy.
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