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Abstract

& Previous studies of patients with phonological and surface
alexia have demonstrated a double dissociation between the
reading of pseudo words and words with atypical spelling-to-
sound relationships. A corresponding double dissociation
in the neuronal activation patterns for pseudo words and
exception words has not, however, been consistently demon-
strated in normal subjects. Motivated by the literature on
acquired alexia, the present study contrasted pseudo words to
exception words and explored how neuronal interactions
within the reading system are inf luenced by word type.
Functional magnetic resonance imaging was used to measure
neuronal responses during reading in 22 healthy volunteers.
The direct comparison of reading pseudo words and
exception words revealed a double dissociation within the
left frontal cortex. Pseudo words preferentially increased left

dorsal premotor activation, whereas exception words prefer-
entially increased left pars triangularis activation. Critically,
these areas correspond to those previously associated with
phonological and semantic processing, respectively. Word-
type dependent interactions between brain areas were then
investigated using dynamic causal modeling. This revealed
that increased activation in the dorsal premotor cortex for
pseudo words was associated with a selective increase in
effective connectivity from the posterior fusiform gyrus. In
contrast, increased activation in the pars triangularis for
exception words was associated with a selective increase in
effective connectivity from the anterior fusiform gyrus. The
present investigation is the first to identify distinct neuronal
mechanisms for semantic and phonological contributions to
reading. &

INTRODUCTION

All theories about reading assume that, in translating an
alphabetic letter string or word into a pronunciation,
readers employ both word-specific knowledge and gen-
eral, statistical information about the way in which
combinations of letters typically correspond to phono-
logical representations. The general information enables
pronunciation of words that the reader has never en-
countered before (called pseudo words in experimental
investigations). Word-specific knowledge not only per-
mits comprehension of the words to be read but also
contributes to achieving the correct pronunciation of
words that violate statistically typical print–sound corre-
spondences: irregular or exception words in English like
PINT or STEAK. In the triangle model of reading (Plaut,
McClelland, Seidenberg, & Patterson, 1996), the knowl-
edge base that underlies direct computation from or-
thography to phonology (O!P) is a combination of

general and word-specific information. Because this
knowledge is gradually built up from the reader’s expe-
rience of printed-word vocabulary, the O!P computa-
tion is most efficient at dealing with regular words (like
MINT) and high-frequency exception words (like
HAVE); it also supports generalization to pseudo words
like RINT or MAVE. It is least efficient at computing the
pronunciation of letter strings that benefit neither from
high familiarity nor from shared structure with typical
words: lower-frequency exception words like PINT. For
such words, it is hypothesized that an additional word-
specific contribution from word meaning supports the
retrieval of the correct phonological representation,
counteracting the influence of domain-general knowl-
edge that would push the reader towards pronouncing
PINT as if it rhymed with MINT, PRINT, HINT, LINT, and
so forth.

By this account, it is not surprising, and is indeed
predicted, that patients with semantic impairments al-
most invariably have surface alexia, in which reading
aloud of regular words, pseudo words, and very com-
mon exception words is accurate, but lower-frequency
exception words such as PINT are frequently mispro-
nounced as if they were regular. The purest cases of
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surface alexia are patients with semantic dementia, a
neurodegenerative syndrome resulting from focal ante-
rior temporal-lobe atrophy and characterized by seman-
tic but not phonological deficits (Hodges, Patterson,
Oxbury, & Funnell, 1992; Patterson & Hodges, 1992).
The contrasting pattern of phonological alexia, typically
consequent on infarction of left MCA territory (Lambon
Ralph & Graham, 2000), is seen in patients with prom-
inent phonological, but not semantic, deficits. Their suc-
cess in reading aloud is predicted not by the spelling–
sound typicality of the letter string but rather by its
lexical/semantic status: Familiar words, especially those
with rich imageable meanings, are usually read correctly,
but even very simple pseudo words yield very low
success rates (Patterson, Suzuki, & Wydell, 1996; Patter-
son & Marcel, 1992). In each of these two contrasting
acquired reading disorders, the level of performance on
the impaired word type correlates with other nonread-
ing measures of the more general language component
assumed to be responsible for the reading deficit. That
is, pseudo-word reading difficulties correlate with pho-
nological impairment in phonological alexia (Crisp &
Lambon Ralph, in press) and exception-word reading
impairment correlates with degree of semantic degrada-
tion in surface alexia (Graham, Patterson, & Hodges,
2000; Patterson & Hodges, 1992).

Previous functional neuroimaging studies in normal
readers have attempted to identify different neuronal
mechanisms for the translation of O!P by comparing
different word types (Mechelli, Gorno-Tempini, & Price,
2003; Fiebach, Friederici, Müller, & von Cramon, 2002;
Xu et al., 2001; Mechelli, Friston, & Price, 2000; Paulesu
et al., 2000; Tagamets, Novick, Chalmers, & Friedman,
2000; Fiez, Balota, Raichle, & Petersen, 1999; Hagoort
et al., 1999; Herbster, Mintum, Nebes, & Becker, 1997;
Rumsey et al., 1997; Price, Wise, & Frackowiak, 1996). To
date, however, most of these studies have accrued
evidence only for the equivalent of a single, not a
double, dissociation. That is, pseudo words relative to
real words typically yield increased activation in the left
posterior fusiform and left frontal operculum, but no
consistent regional activation has been observed for
familiar relative to pseudo words (although see Binder
et al., 2003). We hypothesize that this null effect might
reflect the choice of stimulus materials in these experi-
ments. As noted above, the reading impairment in
surface alexia is most striking for lower-frequency ex-
ception words, but most functional imaging studies have
used high- as well as low-frequency words, and some-
times only those with fairly regular spelling–sound cor-
respondences. Furthermore, functional specialization is
not an intrinsic property of a cortical area, but rather
depends on both forward and backward connections
within a distributed network (Friston & Price, 2001;
McIntosh, 2000; Mesulam, 1990; Damasio, 1989). Thus,
differential processing of exception and pseudo words
may be ref lected not by single regionally selective

activations but more by changes in the coupling among
different regions within a shared processing system
(Price, Gorno-Tempini, et al., 2003; Patterson & Lambon
Ralph, 1999; Plaut et al., 1996). Critically, the subtraction
analyses employed in most functional imaging studies
have not allowed word-type-selective neuronal interac-
tions to be explored.

The present investigation compared pseudo words with
low-frequency words with typical or atypical spelling-to-
sound correspondences and explored the coupling be-
tween different regions of the reading system as a
function of word type. Neuronal responses to different
word types were measured using functional magnetic
resonance imaging (fMRI) in 22 healthy volunteers. A
baseline condition (viewing meaningless false fonts) was
included to allow assessment of activation that was
common to all word types. First, we used statistical
parametric mapping to identify the set of regions re-
sponsive during reading and to determine how single
regional activations were affected by word type. We then
explored changes in the coupling between different
regions of the reading system as a function of word
type, using dynamic causal modeling or DCM (Mechelli,
Price, Friston, & Ishai, 2004; Friston, Harrison, & Penny,
2003; Mechelli, Price, Noppeney, & Friston, 2003). DCM
treats the brain as a dynamic input–state–output system.
The inputs correspond to conventional stimulus func-
tions that encode the experimental factors. The state
variables comprise mean synaptic activities and other
biophysical variables that determine the outputs. The
outputs are the regional hemodynamic responses that
are measured using fMRI. In DCM, an experiment is re-
garded as a designed perturbation of neuronal dynamics
that is propagated throughout a network of intercon-
nected anatomical nodes. The coupling between regions
is estimated by perturbing the system using a series of
inputs and then measuring the changes in regionally
specific hemodynamic responses.

In DCM, a reasonably realistic but simple neuronal
model of interacting neural regions is constructed,
supplemented with a description of how synaptic activ-
ity is transformed into a hemodynamic response (see
Mechelli, Price, & Friston, 2001; Friston, Mechelli, Turner,
& Price, 2000). DCM affords inferences about neuro-
dynamics because it employs a forward model, relating
neuronal activity to the observed fMRI data. Three sets
of parameters are estimated: (i) input parameters which
describe how responsive brain regions are to experi-
mental stimuli, (ii) intrinsic parameters that characterize
the coupling between regions irrespective of stimulus
type, and (iii) modulatory parameters that characterize
changes in associated activity caused by experimental
manipulation (e.g., regular vs. exception words).

In the present study, we used DCM to test the
hypothesis that responses to regular, exception, and
pseudo words observed in different regions of the left
prefrontal cortex are associated with word-type-sensitive
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connectivity with distinct posterior temporal regions
(Price, Gorno-Tempini, et al., 2003). This hypothesis
was motivated by the following observations. First, in
the left prefrontal cortex, a double dissociation has been
observed in ventral and dorsal regions for semantic
and phonological tasks, respectively (Devlin, Matthews,
& Rushworth, 2003; McDermott, Petersen, Watson, &
Ojemann, 2003; Roskies, Fiez, Balota, Raichle, & Petersen,
2001). Specifically, the left pars triangularis is activated
by semantic more than phonological tasks and the left
premotor cortex is activated by phonological more than
semantic tasks. If pseudo words and exception words
place differential demands on phonological and seman-
tic processes (Patterson & Lambon Ralph, 1999), then
we should also observe a double dissociation in ventral
and dorsal prefrontal activation for different word types.
Second, in the left fusiform gyrus, distinct response
patterns can be observed in the posterior, middle, and
anterior regions. The middle part of the fusiform
( y = �50 to y = �60 in Talairach space) is consistently
activated during lexical retrieval tasks such as reading
and picture naming (McCandliss, Cohen, & Dehaene,
2003; Price & Devlin, 2003; Price & Friston, 1999). The
most posterior aspect ( y = �60 to �70) is activated in
reading more by pseudo words than by familiar words
(see Mechelli, Gorno-Tempini, et al., 2003, for a review).
In contrast, the anterior fusiform ( y = �20 to �50)
responds during semantic tasks (Noppeney & Price,
2002; Mummery, Patterson, Hodges, & Price, 1998),
irrespective of the stimulus modality (visual or auditory).
It is this area that we would expect to be more engaged
by semantic activation during word reading. Only one
study (Herbster et al., 1997) to date has reported greater
activation in the anterior fusiform for words relative to
pseudo words [Talairach coordinates (x, y, z): �36, �30,
�24], although we can also observe the same effect
in the data reported by Brunswick, McCrory, Price, Frith,
and Frith (1999) when the statistical threshold is
lowered [Talairach coordinates (x, y, z): �30, �26,
�14; Z score = 3.4]. Third, on the basis of functional

imaging studies with surface and phonological alexic
patients, we have previously proposed that activity in
anterior, middle, and posterior fusiform regions may be
differentially associated with activation of ventral and
dorsal prefrontal regions during reading, and this selec-
tive coupling may differ according to word type (Price,
Gorno-Tempini, et al., 2003).

A previous fMRI study by Bokde, Tagamets, Friedman,
and Horwitz (2001) reported a significant functional
correlation between the dorsal inferior frontal gyrus
and occipito-temporal regions for orthographic stimuli
(i.e., words, pseudo words, and letter strings), but not
for false fonts. In contrast, a strong correlation was
detected between the ventral inferior frontal gyrus
and occipito-temporal regions for meaningful stimuli
(i.e., words), but not for pseudo words, letter strings,
and false fonts. The authors did not, however, attempt
to distinguish between different posterior temporal
areas. To test our hypothesis that regular, exception,
and pseudo words would yield distinct patterns of
effective connectivity between different left posterior
temporal regions and left prefrontal regions, we con-
structed a dynamic causal model of interacting neural
regions based on our previously proposed anatomical
model of reading (Price, Gorno-Tempini, et al., 2003).
Here, we report regional activations as identified by
statistical parametric mapping, and then focus on the
neuronal interactions among the different brain regions.

RESULTS

Statistical Parametric Mapping

Statistical parametric mapping identified the overall
effect of reading relative to baseline and the differential
effects of word type (Table 1 and Figure 1). Reading all
words relative to viewing false fonts increased neuronal
activity in a left-lateralized network which included a
number of prefrontal and superior temporal regions
( p < .05, corrected for multiple comparisons).

Table 1. Regional Effects as Identified with Statistical Parametric Mapping

Region Location
Reading >
False Fonts

Exception >
Pseudo Words

Pseudo >
Exception Words

Pseudo >
Regular Words

Exception >
Regular Words

Left pars triangularis �52 34 4 (6.0) �52 34 4 (5.4)

Left pars opercularis �56 10 4 (5.6) �54 8 18 (6.5) �52 2 18 (6.0)

Left dorsal premotor �52 �8 44 (5.6) �56 0 40 (5.6)

Left superior frontal �2 2 64 (5.0)

Left superior temporal �56 �44 4 (5.2)

Left occipito-temporal �42 �46 �28 (3.9)

We report region location, coordinates, and Z scores (in parentheses) for the overall effect of reading relative to viewing false fonts and for the
differential effects of word type. Z scores in bold are significant at p < .05 (corrected for multiple comparisons). Z scores not in bold are significant
at p < .05 (uncorrected). ns = not significant when lowering the statistical threshold to p < .05 (uncorrected).
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Three distinct regions within the left prefrontal cortex
expressed differential patterns of activation for regular,
exception, and pseudo words. The pars triangularis
showed increased activation for exception relative to
pseudo words (x = �52, y = 32, z = 4; Z score = 5.4).
The reverse effect was found in the dorsal premotor
cortex, which expressed increased activation for pseudo
relative to exception words (x = �56, y = 0, z = 40; Z
score = 5.6). Finally, the pars opercularis showed
increased activation for exception relative to regular
words (x = �52, y = 2, z = 18; Z score = 6.0) and
for pseudo relative to regular words (x = �54, y = 8,
z = 18; Z score = 6.5).

Although differential effects of word type were not
found in distinct fusiform regions at the conservative
criterion of p < .05 (corrected for multiple compari-
sons), lowering the statistical threshold to p < .05 (un-
corrected) yielded a number of trends in these regions
that were consistent with previous studies. In particular,
the left anterior fusiform was more active for exception
words than for pseudo words (x = �42, y = �42, z =
�18; Z score = 3.8), as previously reported by Herbster
et al. (1997). In contrast, increased activation in the
left posterior fusiform was detected for pseudo words
relative to regular words (x = �46, y = �60, z = �18;
Z score = 2.2) as previously reported by Mechelli,
Gorno-Tempini, et al. (2003), Paulesu et al. (2000), and
Brunswick et al. (1999) (see Table 1 for details).

Dynamic Causal Modeling

A dynamic causal model was estimated that included
seven left-lateralized regions of interest: pars triangula-
ris, pars opercularis, dorsal premotor cortex, poste-
rior fusiform, middle fusiform, anterior fusiform, and
superior temporal cortex. These regions were defined
as 6-mm-radius spheres centered on the maxima of
subject-specific statistical parametric maps, testing for
the overall effect of reading relative to false fonts (i.e.,
not on the basis of word-type effects). Regional activa-
tions were extracted in terms of the principal eigen-
variate from each region, in a subject-specific fashion.
Note that DCM does not estimate the correlation or
covariance between regions but, rather, the strength
of the connections in the user-specified model and
how this may change from one experimental condition
to another. We refer to these values as forward and
backward connections. The DCM included forward and
backward ‘‘intrinsic connections’’ between the three
fusiform areas and the superior temporal area; be-
tween the superior temporal area and the three pre-
frontal areas; and between the three fusiform areas and
the three prefrontal areas as represented graphically in
Figure 2.

Intrinsic Connections

Intrinsic connections refer to the coupling between
regions irrespective of stimulus type and can be re-
garded as a kind of ‘‘baseline’’ network established by
the experimental context (i.e., task set). We found a
number of forward and backward connections that were

Figure 1. The regional effects detected during reading regular,

exception, and pseudo words. Upper row: Brain areas that

expressed an overall effect of reading relative to viewing strings of

false fonts ( p < .001, uncorrected). Lower row: Brain areas that
responded to regular, exception, and pseudo words differentially

( p < .05, corrected for multiple comparisons). Red indicates the

region in the pars triangularis which responded to exception words

more than pseudo words; blue indicates the region in the pars
opercularis that responded to both pseudo words and exception

words more than regular words; green indicates the region in the

dorsal premotor cortex which responded to pseudo words more
than exception words.

Figure 2. The dynamic causal model that was used to investigate

the interregional coupling within the reading system, and how this

was inf luenced by word type. The model included seven left-lateralized

regions: pars triangularis (pars triang), pars opercularis (pars operc),
dorsal premotor cortex (dors prem), posterior fusiform (post fus),

middle fusiform (mid fus), anterior fusiform (ant fus), and superior

temporal cortex (sup temp). The bidirectional arrows indicate forward

and backward connections between two anatomical nodes.

1756 Journal of Cognitive Neuroscience Volume 17, Number 11



significantly different from 0 (see Table 2 and Figure 3A).
Specifically, the forward connection between the poste-
rior fusiform and the pars triangularis was significantly
lower than 0 (t = �4.1, df = 21; p < .001). In con-

trast, the forward connection between activity in the
posterior fusiform and dorsal premotor cortex was
significantly greater than 0 (t = 4.8, df = 21; p < .001).
Thus, the posterior fusiform was negatively coupled

Table 2. Estimated Parameters for the Intrinsic Connections, which Refer to the Coupling between Two Regions (X and Y)
Irrespective of Word Type

Intrinsic Connections Mean SD p

Forward

Posterior fusiform ! Pars triangularis �0.089 0.098 <.001

Posterior fusiform ! Pars opercularis 0.071 0.155 .043

Posterior fusiform ! Dorsal premotor 0.156 0.151 <.001

Middle fusiform ! Pars triangularis 0.060 0.091 .005

Middle fusiform ! Pars opercularis 0.048 0.100 .035

Middle fusiform ! Dorsal premotor 0.043 0.077 .016

Anterior fusiform ! Pars triangularis 0.092 0.089 <.001

Anterior fusiform ! Pars opercularis �0.011 0.111 .64

Anterior fusiform ! Dorsal premotor �0.093 0.080 <.001

Posterior fusiform ! Superior temporal 0.023 0.134 .423

Middle fusiform ! Superior temporal 0.044 0.140 .156

Anterior fusiform ! Superior temporal �0.019 0.122 .459

Superior temporal ! Pars triangularis 0.014 0.053 .232

Superior temporal ! Pars opercularis 0.035 0.039 <.001

Superior temporal ! Dorsal premotor 0.021 0.048 .047

Backward

Pars triangularis ! Posterior fusiform �0.009 0.024 .103

Pars opercularis ! Posterior fusiform 0.006 0.022 .236

Dorsal premotor ! Posterior fusiform 0.012 0.023 .024

Pars triangularis ! Middle fusiform 0.001 0.019 .849

Pars opercularis ! Middle fusiform 0.009 0.022 .048

Dorsal premotor ! Middle fusiform 0.011 0.031 .105

Pars triangularis ! Anterior fusiform 0.002 0.010 .369

Pars opercularis ! Anterior fusiform 0.000 0.019 .874

Dorsal premotor ! Anterior fusiform �0.002 0.020 .528

Superior temporal ! Posterior fusiform �0.001 0.025 .791

Superior temporal ! Middle fusiform 0.004 0.033 .549

Superior temporal ! Anterior fusiform �0.001 0.012 .777

Pars triangularis ! Superior temporal 0.011 0.048 0.309

Pars opercularis ! Superior temporal 0.036 0.038 <.001

Dorsal premotor ! Superior temporal 0.024 0.045 .025

Negative mean values indicate that an increase of activity in X is associated with a decrease in Y; positive mean values indicate that an increase of
activity in X is associated with an increase in Y. Mean coupling parameters over subjects (mean), standard deviation (SD), and two-tailed statistical
significance ( p) are reported in bold when significant at p < .001.
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with the pars triangularis but positively coupled with the
dorsal premotor cortex. Strikingly, the reverse pattern of
intrinsic connectivity applied to the anterior fusiform:
The strength of the forward connection from the ante-
rior fusiform to the pars triangularis was significantly
greater than 0 (t = 4.9, df = 21; p < .001), but
the strength of the forward connection from the ante-
rior fusiform to the dorsal premotor cortex was signifi-
cantly lower than 0 (t = �5.4, df = 21; p < .001). Finally,
DCM detected significant forward and backward positive
connections (t = 4.2, df = 21; p < .001 and t = 4.4, df =
21; p < .001, respectively) between the superior tem-
poral cortex and the pars opercularis.

Influence of Word Type on the Intrinsic Connections

As expected, we found a number of intrinsic connec-
tions which were significantly modulated by word type
(see Table 3 and Figure 3B). Specifically, (i) the for-
ward connection between the posterior fusiform and
dorsal premotor cortex was significantly stronger for
pseudo words relative to exception and regular words
(t = 4.8, df = 21; p < .001); (ii) the forward connec-
tion between the anterior fusiform and pars triangu-
laris was significantly stronger for exception words
relative to pseudo and regular words (t = 5.7, df =
21; p < .001); and (iii) the forward connection be-
tween activity in the middle fusiform and pars oper-
cularis was stronger for exception words relative to
regular and pseudo words (t = 4.1, df = 21;
p < .001). There were no connections that were sig-
nificantly stronger for regular than exception and
pseudo words. These results are consistent with our
prediction that different responses to regular, excep-
tion, and pseudo words in the left prefrontal cortex

are associated with word-type-sensitive connectivity with
occipito-temporal areas.

DISCUSSION

The aim of the present investigation was to draw
inferences about the neuronal network that underlies
the complex process of translating orthography to pho-
nology. Specifically, we tested the hypothesis that re-
sponses to regular, exception, and pseudo words
observed in different regions of the left prefrontal cor-
tex are associated with word-type-sensitive connectivity
with distinct posterior temporal regions (Price, Gorno-
Tempini, et al., 2003). To address this hypothesis, we
examined not only region-specific responses to regular,
exception, or pseudo words, but also the impact of word
type on the coupling among different components of
the reading system.

Regional Effects

Statistical parametric mapping was used to identify the
main effect of reading relative to viewing false fonts and
the differential effects of regular, exception, and pseudo
words. Strings of real letters relative to false fonts
increased activity in a left-lateralized network including
prefrontal, superior temporal, and posterior temporal
areas. This distributed activation is consistent with
previous studies of word and pseudo-word reading
(Mechelli, Gorno-Tempini, et al., 2003; Price, Gorno-
Tempini, et al., 2003; Turkeltaub, Eden, Jones, & Zeffiro,
2002; Fiez, Balota, et al., 1999). Within this distributed
network, three distinct regions expressed differential
sensitivity to regular, exception, and pseudo words.
The pars triangularis showed increased activation for

Figure 3. Neuronal

interactions during reading.

(Left) Coupling of activation in

two distinct regions (X and Y)
irrespective of word type

(i.e., ‘‘intrinsic connectivity’’):

negative connection strengths
(in blue) indicate that an

increase of activity in X is

associated with a decrease in Y;

positive connection strengths
(in red) indicate that an

increase of activity in X is

associated with an increase

in Y. (Right) Differential effect
of word type on the intrinsic

connectivity: effects strongest

for pseudo words and
for exception words are

indicated in green and yellow,

respectively; no differential

effects were detected for
regular words.
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Table 3. Estimated Parameters for the Bilinear Terms, which Refer to the Influence of Word Type on the Intrinsic Connections

Regular Words Exception Words Pseudo Words

Word Type Effects Mean SD p Mean SD p Mean SD p

Forward

Posterior fusiform ! Pars triangularis �0.003 0.012 .317 0.001 0.021 .814 �0.009 0.017 .021

Posterior fusiform ! Pars opercularis 0.002 0.010 .419 0.002 0.011 .404 0.008 0.021 .064

Posterior fusiform ! Dorsal premotor 0.000 0.012 .930 0.003 0.009 .067 0.023 0.022 <.001

Middle fusiform ! Pars triangularis 0.003 0.010 .163 0.000 0.015 .932 �0.002 0.008 .249

Middle fusiform ! Pars opercularis 0.002 0.008 .307 0.005 0.005 <.001 0.002 0.015 .387

Middle fusiform ! Dorsal premotor 0.002 0.004 .025 �0.001 0.008 .460 0.008 0.019 .058

Anterior fusiform ! Pars triangularis 0.003 0.010 .213 0.020 0.016 <.001 �0.001 0.011 .809

Anterior fusiform ! Pars opercularis 0.003 0.008 .171 0.003 0.004 .021 �0.006 0.019 .150

Anterior fusiform ! Dorsal premotor 0.002 0.007 .176 �0.004 0.012 .082 �0.011 0.019 .015

Posterior fusiform ! Superior temporal 0.000 0.011 .848 0.001 0.012 .789 0.002 0.011 .260

Middle fusiform ! Superior temporal 0.003 0.007 .079 0.004 0.008 .027 0.000 0.013 .897

Anterior fusiform ! Superior temporal 0.002 0.013 .482 0.003 0.004 .004 �0.006 0.011 .023

Superior temporal ! Pars triangularis 0.001 0.003 .109 0.003 0.004 .002 �0.003 0.003 .001

Superior temporal ! Pars opercularis 0.000 0.003 .803 0.001 0.002 .190 0.003 0.004 .002

Superior temporal ! Dorsal premotor 0.000 0.003 .459 �0.002 0.003 .016 0.004 0.005 .002

Backward

Pars triangularis ! Posterior fusiform 0.000 0.001 .075 �0.001 0.001 .106 0.000 0.001 .945

Pars opercularis ! Posterior fusiform 0.000 0.001 .162 �0.001 0.002 .060 0.000 0.001 .207

Dorsal premotor ! Posterior fusiform 0.000 0.001 .211 �0.001 0.002 .257 0.000 0.001 .239

Pars triangularis ! Middle fusiform 0.000 0.002 .189 0.000 0.001 .801 0.000 0.001 .685

Pars opercularis ! Middle fusiform 0.000 0.001 .294 �0.001 0.002 .858 0.000 0.001 .925

Dorsal premotor ! Middle fusiform 0.000 0.001 .385 0.000 0.002 .612 0.000 0.002 .599

Pars triangularis ! Anterior fusiform 0.000 0.001 .195 0.000 0.001 .480 0.000 0.001 .621

Pars opercularis ! Anterior fusiform 0.000 0.001 .758 0.000 0.001 .719 0.000 0.001 .152

Dorsal premotor ! Anterior fusiform 0.000 0.001 .389 0.001 0.001 .281 �0.001 0.001 .094

Superior temporal ! Posterior fusiform 0.000 0.001 .107 �0.001 0.001 .013 0.001 0.002 .169

Superior temporal ! Middle fusiform 0.000 0.002 .077 0.000 0.002 .792 0.000 0.002 .888

Superior temporal ! Anterior fusiform 0.000 0.001 .532 0.000 0.001 .815 0.000 0.001 .341

Pars triangularis ! Superior temporal 0.001 0.003 .277 0.001 0.002 .248 �0.001 0.002 .174

Pars opercularis ! Superior temporal 0.001 0.002 .045 0.001 0.003 .054 0.001 0.003 .116

Dorsal premotor ! Superior temporal 0.000 0.002 .538 0.001 0.003 .185 0.001 0.004 .234

Negative mean values indicate word-type-related decreases in the strength of the coupling; positive mean values indicate word-type-related
increases in the strength of coupling. Mean parameters over subjects (mean), standard deviation (SD), and two-tailed statistical significance ( p) are
reported in bold when significant at p < .001.
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exception relative to pseudo words, whereas the dorsal
premotor cortex revealed increased activation for pseu-
do relative to exception words. Critically, this contrast
parallels the double dissociation between semantic
and phonological processing previously reported in
the very same regions (Devlin et al., 2003; McDermott
et al., 2003; Roskies et al., 2001). In addition, the pars
opercularis expressed increased activation for both
exception and pseudo words relative to regular words.
The pattern of response in the pars opercularis rep-
licates previous studies that compared regular, ex-
ception, and pseudo words (Fiez, Balota, et al., 1999;
Hagoort et al., 1999; Herbster et al., 1997; Rumsey et al.,
1997). Other functional neuroimaging studies have sug-
gested the involvement of the pars opercularis in a
range of phonological tasks, some of which do not
require orthographic to phonological (O!P) transla-
tion (Fiez, Katz, & Tallal, 1995; Zatorre, Evans, Meyer,
& Gjedde, 1992). Furthermore, frontal lesions are typi-
cally observed in patients with acquired phonological
dyslexia whose poor pseudo word reading is hypothe-
sized to result from their more general phonological
deficits (Crisp & Lambon Ralph, in press; Patterson et al.,
1996; Patterson & Marcel, 1992). Thus, this region may
contribute to the effortful selection, retrieval, and/or
manipulation of phonological representations critical
for reading and other phonological tasks as proposed
by Fiez, Balota, et al. (1999).

The findings regarding the pars triangularis and the
dorsal premotor cortex extend to those reported in
previous functional neuroimaging studies by demon-
strating a double dissociation in activation for exception
and pseudo words. This double dissociation suggests
that our results cannot simply be attributed to increased
difficulty or intersubject variability for one word type
relative to another. These differences in the amplitude
of single regional responses, however, provide only
limited information about the neuronal network respon-
sible for reading or any other complex cognitive func-
tion. In this instance, the varying patterns of left
prefrontal activation are probably associated particularly
with the phonological ‘‘end’’ of the O!P computation,
whereas our goal was to illuminate this whole compu-
tation. We therefore used DCM to determine how
various prefrontal regions were coupled with areas more
likely to be associated with the orthographic stage of
this computation, namely, the posterior, middle, and
anterior fusiform regions.

Regional Coupling

The DCM analysis of interregional coupling revealed a
double dissociation between the posterior and anterior
fusiform: The former was negatively coupled to the pars
triangularis but positively coupled with the dorsal pre-
motor cortex; the latter was positively coupled to the

pars triangularis but negatively coupled with the dorsal
premotor cortex. However, the primary focus of our
DCM was the influence of word type on the coupling
among regions. For pseudo words, the estimate of
connectivity in our DCM model revealed an increase in
coupling between the dorsal premotor cortex and the
posterior fusiform. For exception words, increased acti-
vation in the pars triangularis was associated with a
selective increase in connectivity from the anterior
fusiform, whereas increased activation in the pars oper-
cularis was associated with a selective enabling of con-
nections from the middle fusiform. Thus, differential
responses to regular, exception, and pseudo words in
the prefrontal cortex were associated with word-type-
sensitive coupling with distinct left occipito-temporal
areas.

It should be emphasized that DCM does not assume
direct anatomical connections between regions of inter-
est: Regional couplings can be investigated with DCM,
even when the underlying anatomical connections are
indirect and polysynaptic. For instance, the significant
association between responses in the posterior fusiform
and the dorsal premotor cortex during pseudo word
reading, or between the anterior fusiform and the pars
triangularis during exception word reading, may be
mediated via regions not included in the model. In
fact, this seems rather likely to be the case when the
coupled regions are as far apart as these particular pairs
of brain areas. If this is true, then it might be of interest
to know about associated activity in the other interven-
ing area(s); but such additional information does not
reduce the theoretical interest afforded by the functional
coupling observed here. The combination of a priori
bases for our predictions plus stringent statistical tests
on our data makes it highly unlikely that the observed
associations are accidental. Even if other brain regions
are involved, therefore, it seems a reasonable interpre-
tation that the coupled areas are functionally, meaning-
fully associated.

Our findings are consistent with the results of a
previous functional neuroimaging study that investigat-
ed interregional coupling within the reading system:
Bokde et al. (2001) reported that dorsal and ventral
inferior frontal cortices expressed differential connectiv-
ity with posterior brain regions, but these authors did
not attempt to distinguish between different occipito-
temporal areas or to dissociate pathways for translating
orthography to phonology at the neuronal level. Our
study significantly extends their findings by showing that
differential neuronal responses in contiguous prefrontal
regions covary with activity in distinct fusiform areas.
Indeed, close inspection of the coordinates reported by
Bokde et al. reveals that activity in the ventral inferior
frontal gyrus correlated with that in an anterior fusiform
area (x = �48, y = �44, z = �20), whereas the dorsal
inferior frontal gyrus correlated with a middle fusiform
area (x = �42, y = �54, z = �24).

1760 Journal of Cognitive Neuroscience Volume 17, Number 11



Our results are also fully consistent with the contem-
porary theoretical approach to reading and acquired
alexia that partly inspired this imaging investigation
(Patterson & Lambon Ralph, 1999; Plaut et al., 1996),
although it should be emphasized that nothing in the
imaging study was actually designed to discriminate
between the predictions of this particular model of
reading and other more strictly dual-route models such
as Coltheart et al. (2001). According to the approach
favored here, the double dissociation of acquired pho-
nological and surface dyslexia reflects selective reduc-
tions in the contribution of underlying phonological and
semantic representations, respectively. Our imaging data
suggest a parallel distinction between the contributions
from these basic phonological and semantic compo-
nents of the language system to pseudo-word and
exception-word reading in normal readers. It is impor-
tant to note the following point about the patients with
semantic dementia who demonstrate such a striking
pattern of surface alexia: The atrophy causing their
profound semantic degradation is most prominent in
the temporal polar cortex (i.e., even more anterior than
the anterior fusiform whose coupling with the pars
triangularis in this study was notable specifically for
exception words). This ‘‘shift’’ from the anterior fusi-
form to the temporal pole may not be so critical,
however, in light of a PET study of patients with
semantic dementia performing a relatively simple se-
mantic task (Mummery et al., 1998). This study revealed
decreased activation for the patients relative to controls
in the posterior inferior temporal cortex, where there is
no apparent structural abnormality for the patients
(Mummery et al., 1998). That observation suggests that
this more posterior area normally receives feedback
from the temporal polar region that is so abnormal in
semantic dementia; in other words, these areas too
might normally be subject to coupled activation.

In summary, our investigation was motivated by the
idea that word-type sensitivity is not an intrinsic prop-
erty of a cortical area but, rather, depends on differen-
tial forward and backward connections within the
reading system. Our findings illustrate that different
patterns of activations for regular, exception, and pseu-
do words in the left prefrontal cortex are associated
with activity in distinct left posterior temporal regions.
Our working hypothesis regarding the implications of
the results for an understanding of the translation of
orthography to phonology at both the cognitive and the
neural level is as follows. First, although access to at
least some aspects of word meaning during this trans-
lation process probably occurs for all real words, the
semantic contribution is more important for pronunci-
ation of exception than regular words, and is reflected
in augmented coupling between the anterior fusiform
and the pars triangularis. Second, although phonologi-
cal processing is obviously required for any type of
letter string, this phonological contribution serves a

more demanding role in pronouncing pseudo words
than real words, and is reflected in greater coupling
between the posterior fusiform and the dorsal premo-
tor cortex. Although aspects of these working hypothe-
ses have been proposed in previous publications (Price,
Gorno-Tempini, et al., 2003; Patterson & Lambon Ralph,
1999; Plaut et al., 1996), they receive direct support
from the DCM techniques employed here. This sup-
port would not be achievable with any other experi-
mental approach, including conventional analyses of
fMRI activations.

METHODS

Subjects

Informed consent was obtained from 22 right-handed
volunteers (12 men and 10 women), aged between
21 and 54 years (with a mean age of 36), with English
as their first language. None reported a history of
neurological or psychiatric illness, or disturbances in
speech comprehension, speech production, reading,
or writing.

Experimental Paradigm

The experiment used four types of letter or letter-like
strings, varying in length from 4 to 10 elements: real
English words with regular/typical spelling–sound corre-
spondences (e.g., cult, shock, fact, chill); real English
words with exceptional/atypical spelling–sound corre-
spondences (e.g., folk, debt, doubt, cough); English
pseudo words (e.g., welck, tholt, hoosh, genck); and
strings of false fonts, composed of nonorthographic
symbols that matched real letters in terms of visual
complexity. Regular words, exception words, and pseu-
do words were matched for number of letters, num-
ber of syllables, and bigram frequency. In addition,
regular words and exception words were matched
for familiarity (Coltheart, 1981), imageability (Coltheart,
1981), and written frequency (Kucera & Francis, 1967).
Written frequency (per million) ranged from 1 to 447
with a mean of 40.8 and a standard deviation of 66.48.

Two similar experimental parameters were used for
stimulus presentation. Eleven subjects (aged between 21
and 39, mean age 28 years) were presented with stimuli
of the same type in blocks of 21 sec, with a stimulus
onset asynchrony (SOA) of 3 sec and an exposure
duration of 750 msec. The remaining 11 subjects (aged
between 36 and 54, mean age 46 years) were presented
with stimuli of the same type in blocks of 20 sec, with an
SOA of 4 sec and an exposure duration of 3 sec. Because
no between-group differences were observed, data from
all 22 subjects were pooled together using a random-
effects statistical model. This means that any significant
regional effects and neuronal interactions occurred irre-
spective of stimulus presentation and age (Holmes &
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Friston, 1998). Subjects were instructed to read each
alphabetical letter string silently as soon as it appeared
on the screen and to look at the false font strings. To
ensure that the subjects had attended to the stimuli, an
eye-tracker was used to monitor eye movements.

Scanning Technique

A Siemens 1.5-T scanner was used to acquire T2*-
weighted echo-planar images with BOLD contrast. Each
echo-planar image comprised 35 axial slices of 2 mm
thickness with 1 mm slice interval and 3 � 3 mm in-
plane resolution. Volumes were acquired with an effec-
tive repetition time (TR) of 3.15 sec/volume and the first
six (dummy) volumes of each run were discarded to
allow for T1 equilibration effects. A total of 372 volume
images were taken in two separate runs from the 11
subjects who were presented the stimuli with an SOA of
3 sec, whereas a total of 506 volume images were
obtained in two separate runs from the 11 subjects
who were presented the stimuli with an SOA of 4 sec.
After the two functional runs, a T1-weighted anatomical
volume image was acquired from all subjects.

Statistical Parametric Mapping

Statistical parametric mapping was performed using
SPM2 software (Wellcome Department of Imaging Neu-
roscience, London, UK), running under Matlab 6.5
(Mathworks, Sherbon, MA). All volumes from each sub-
ject were realigned using the first as reference and
resliced with sinc interpolation. The functional images
were spatially normalized (Friston, Ashburn, et al., 1995)
to a standard MNI-305 template using a total of 1323
nonlinear-basis functions. Functional data were spatially
smoothed with a 6-mm full width at half maximum
isotropic Gaussian kernel to compensate for residual
variability in functional anatomy after spatial normaliza-
tion and to permit application of Gaussian random-field
theory for adjusted statistical inference.

First, the statistical analysis was performed in a subject-
specific fashion. To remove low-frequency drifts, the data
were high-pass filtered using a set of discrete cosine
basis functions with a cutoff period of 128 sec. Each
experimental condition was modeled independently by
convolving the onset times with a synthetic hemody-
namic response function (HRF, with no dispersion or
temporal derivatives). The parameter estimates were
calculated for all brain voxels using the general linear
model, and contrast images comparing each word type
against false fonts (i.e., the baseline) were computed
(Friston, Holmes, et al., 1995). Second, subject-specific
contrast images were entered into an ANOVA to permit
inferences at the population level (i.e., a random-effects
analysis; Holmes & Friston, 1998). The overall effect of
reading was identified by comparing all word types

against the baseline (i.e., regular, exception, and pseudo
words > false fonts). Word-type effects were first de-
tected by directly comparing each word type against the
others [i.e., (i) regular > exception words; (ii) excep-
tion > regular words; (iii) regular > pseudo words; (iv)
pseudo > regular words; (v) exception > pseudo
words; and (vi) pseudo > exception words]. Word-type
effects that occurred within the reading system were
then identified by performing a conjunction analysis be-
tween the overall effect of reading and each of the ef-
fects of word type independently. The t-images for each
contrast at the second level were subsequently trans-
formed into statistical parametric maps of the Z statistic.
Unless otherwise indicated, we report and discuss re-
gions that showed significant effects at p < .05 (cor-
rected for multiple comparisons across the whole brain)
with an extent threshold for each cluster of 5 voxels.

Dynamic Causal Modeling

DCM uses a previously validated biophysical model
of fMRI responses (Friston, Mechelli, et al., 2000) to
estimate the underlying neuronal activities from the
observed hemodynamic responses. The estimated un-
derlying neuronal activities are then used to derive the
connectivity parameters for the influence of experimen-
tal inputs on brain states, for the intrinsic connections,
and for the bilinear terms (i.e., changes in connectivity
induced by experimental factors). These two steps are
repeated iteratively and correspond to the expectation
and maximization steps of an EM algorithm. The intrin-
sic connections estimate the rate of change of neuronal
activity in one area that is associated with activity in
another. As such, this characterization does not depend
on the units of activity per se, but the ‘‘speed’’ or rate of
interregional coupling.

For each subject, a dynamic causal model was con-
structed which included seven left-lateralized regions of
interest. These included the pars triangularis [mean
coordinates (x, y, z): �52, 34, 4], the pars opercularis
[mean coordinates (x, y, z): �56, 10, 4], and the dorsal
premotor cortex [mean coordinates (x, y, z): �52, �8,
44], all of which expressed word-type-sensitive activa-
tions in the present study. Posterior regions of interest
included the posterior fusiform [mean coordinates (x,
y, z): �48, �64, �18], middle fusiform [mean coordi-
nates (x, y, z): �46, �54, �18], anterior fusiform
[mean coordinates (x, y, z): �44, �44, �16], and
superior temporal cortex [mean coordinates (x, y, z):
�56, �44, 4]. These regions were defined as 6-mm-
radius spheres centered on maxima of the subject-
specific statistical parametric maps for the overall effect
of reading relative to false fonts (i.e., regular, excep-
tion, and pseudo words > false fonts). Regional activ-
ities were defined as the principal eigenvariate from
each region of interest, in a subject-specific fashion. A
stimulus function that encoded the visual presentation
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of all words entered the dynamic causal model through
the three fusiform areas in agreement with a current
anatomical model of reading (Price, Gorno-Tempini,
et al., 2003). The resulting perturbation was then
allowed to propagate throughout the network via
interconnections between the three fusiform areas
and the remaining regions. The dynamic causal model
comprised forward and backward ‘‘intrinsic connec-
tions’’ between the three fusiform areas and the supe-
rior temporal area; between the superior temporal area
and the three prefrontal areas; and between the three
fusiform areas and the three prefrontal areas. ‘‘Bilinear
terms’’ were also specified to examine the influence of
word type on all backward and forward connections in
the network. This influence was encoded by boxcar
functions, indicating the word type (regular, exception,
and pseudo words).

The forward and backward ‘‘intrinsic connections’’
(which characterize the coupling between regions irre-
spective of word type) and the ‘‘bilinear terms’’ (which
capture how the intrinsic connections vary as a function
of word type) were estimated for each subject indepen-
dently. The sort of fit that we observed typically is
represented in Figure 4.

The estimated values for the intrinsic connections
refer to the effective connectivity (i.e., the effect of
one region over another), as opposed to the underlying
anatomical connectivity. Likewise, the estimated values
for the bilinear terms refer to changes in effective
connectivity rather than anatomical connectivity. The
ensuing subject-specific parameters were taken to a sec-
ond level for population inference (Holmes & Friston,
1998). Thus, the present DCM investigation identi-
fied those neuronal interactions that were relatively
consistent across subjects. This does not exclude the
possibility that some connections also expressed signif-
icant variability across subjects, as previously demon-
strated using a similar paradigm (Mechelli, Penny, Price,
& Friston, 2002). Statistical tests were performed to
examine the coupling between regions irrespective of
word type as well as changes in strength for regular,
exception, and pseudo words, respectively. These were
simple one-sample t tests on the intrinsic connections
and bilinear terms. As this was repeated for several
connections, we adopted a conservative statistical
threshold of p < .001 (equivalent to a Bonferroni
correction for 50 tests with a statistical threshold of
p < .05).

Figure 4. Fitted responses in four regions of interest in a typical subject. The blue line represents the observed BOLD response (as indexed

by the principal eigenvariate); the red line represents the BOLD response predicted by the DCM model.
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