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ABSTRACT

Although the notion of context plays a ceniral tole In most current explanations
of langunge understanding, whut can count ns context Is generally left undefined.
If it includes nny information n listener can make available to himself, then it
loses much of its power to explain. Afier reviewing experimental altempts lo
" ehucidnte context, we take up’a more analytic approsch, We first define the in-
Irinsic context as that informatlon available to a process that is polentially necessary,
for it tv succeed. Our proposal Is that the intrinsic context for undesstanding what
"n spenker menns on some occosion is Ihe common ground that the lisience be-
Heves holds at \hat moment between the speaker and the listeners lic or she is
spenking to. By common ground, we mcan the knowledge, belicls, and supposi-
tions that the two pgople share in o technical way. Finally, we scview some of the

evidence for this proposal,

INTRODUCTION- -

In the past 20 years, the word confext has become a favorite in the vocabulary of
cognilive psychologists. It has appeared in the titlcs of an astonishing number of
adticles. It has been used-to describe phenomena under [abels ranging from
“envifonmental"* and *’pharmacological context' to *thematic’” and **know-
ledge context.** **Context cffects ™ are everywhere, **Contextualism®® has been
coincd ny the name of o theory of memory (Jenkins, 1974), ‘
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What then is context? ALCOI‘(IIHL. to the dictionary, it is (he *“‘parts of a
discourse that sumound a word of passage and can throw light upon its mean-
ing."” We call this the standard definition. In psychology, its use has been
‘extended far beyond the standard definition. And the further its uses have been
- extended, the murkier its denotation has become. Smith, Glenberg, and Bjork

(1978) have complamed that context has become **a kind of conceptual gnrbage
can.”

For most purposes in psychology, this may not matter, Context, one could
argue, is a term that is useful precisely because it is vague and general and can
accommodate many dilferent idecas. In some areas, however, conlext has been
uscd not merely to describe phenomena, where vaguencss and generality could

be virtues, but to explain them, where vagueness and gcncr.lhly are vices. Onc of .
thesc arcas is language comprehension, in which the theories appeal directly to

conlext (o explain how people decide what a speaker means. Theorics of how
people decide between two meanings of a word like bank, for example, appeal to
people’s knowledge of the *‘context,’* which includes not only the “*parts of the
discourse that surround’’ the word but also a gond deal more. In theories like
these, the characterization of context must be precise bcl'orc their predictions can
be precise,

Our goal is to oulline a lheory of the context that is intrinsic to lnnguagc
compichension. First, we review some of the uses of the term *‘context’” in the
cxpcnmcmal literature, concentrating on the literature in language comprehen-

sion, and draw out their essential features; that is, we try to summarize the

. experimental approach to the role of conlext in psychological processes. Second,

we make our own proposal, which is based largely on an analyric approach to
_context. What we argue, briefly, is that for a'listener lo understand a speaker’s
~ mcaning, he can confline himsclf (o a certain limited domain of information,
- mamely, the speaker’s and his listener’s common ground, that part of the
- speaker's and his listener's knowledge, beliefs, and assumplions that are shared,
We then review some of the evidence for this proposal.

_ VARIETIES OF conT.r-:xr

Contexl has long been used in psychology to descnbc certain parts of the expcn-
mental subject’s surroundings. In visual percepiion, it has been used for the
content of the visual stimuli surrounding or preceding the object to be perceived
or identificd (Brigell, Uhlarik, & Goldhomn, 1977} and for the **contextual rela-
tions'* among objects depicted in a scene (Biederman, 1972; Palmer, 1975). In
leaming and retention, it has been used in a broad sense both for *‘stimulation
from the exiemnal environment, such as the furniture in the room, the experi-
mcmcr. and the npparalus"(McGeoch 1939, p. 347) and for the "mncrsmlcs of

"
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ihe cxpcncncuu, person whuh affeet the way he views or rununbcrs the same
stimulus material "' (Reiff & Scheerer, 1959, p. 19). The inner states have been

- given such names as **pharmacalogical context®’ (Eich, 1980) and **mood con-

texts'* (Bower, Monleiro, & Gilligan, 1978). Context has also been used in a
narrower sense for Lhe items presented along with. the target item on each study
trial in leaming (Tulving & Thomson, 1973), as well as for larger unils of
organization, under such names ps *‘list context’’ (Anderson & Bower, 1974).

In word perceplion, most uscs of context have been close to the standard
definition. It has appearcd in such nolions as *coniext-conditioned"* acoustic
cues (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967), *‘syllable
contexis’’ (Dorman, 1974), and **acoustic contexts’’ (Warren & Obusek, 1971).
In he iuentification of words in printed texis, conlext has also been used in a
sense close to the standard definition (Tulving & Gold, 1963). In other studics,
ihe nolion has been drastically extended under such labels as **sentence con-
text,** “‘word association context,”* *‘category conlexts’ (the name of a seman-
tic calcgory), and *‘letter contexts™ (the [lirst-few lellers of the word being
identified) (Rubcnstein & Pollack, 1963), and “’semuanlic context®’ (associnted
words or incomplete sentences) (Meyer, Schvaneveldt, & Ruddy, 1975;
Schubenth & LEimas, 1977). These uses refer, a8 Miller, Heise, and Lichien
(1951) put it, to the subject's “*knowledge of the conditions of stimulation.”’ This
tradition has been continued in Morton's (1964, 1969) “*logogen model,’” in
which there are word unit delectors, or *‘logogens,”’ that are sensilive to informa-
tion provided by the unspecificd workings of a *‘coalext system'* (**cognilive
system'" in later formulations). In this model, all information is treated equally,
with no restriction on what is to count as coniext (Morion, 1970).

Contexts for Language Use

In studies of language use, contcxt could have been limited to the standard
definition, but even here it has been extended from the very beginning. In 1951,
Jin his classic lext Language and Communication, Miller said, **The verbal
conlexl of any particular verbal unit is made up of the communicative acts that
surround it,”* But then he added, **What a man says cannot be predicted entirely
from the verbal conlext.... A discussion of the complete context of a com-
municative act must include the talker’s needs; perceptions, audience, and cul-
tural background (pp. 81-82)."

In studics of the ongoing processing of scnlcnccs. nost uscs ol‘ conlext referlo
selective parls of the context as specified in the standard definition, as in
“*semanlic and syntactic context'’ (Marslen-Wilson & Welsh, 1978) and **prior
semantic context’* (Foss & Jenkins, 1973; Swinncy & Hakes, 1976). What
*“*'syntactic and semantic context™ refer to here are the constraints placed on a
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~word by the syntax and meaning of the sentence up to that paint, Simitarly,
Camoll, Tanenhaus, aod Bever (1978) have spoken of the *‘discourse context™
provided by a preceding sentence, On the other hand, what Dooling {1972)

" meant by '‘context”’ was nol just syntuctic and semantic constraints but some sost
of mental representation of the content of the previous discourse.

Two relatcd uses of context can be found in the study of memory, forutter-
anccs. In Brewer and Harris's (1974) study, they spoke of “‘deictic context”—
the relation of an ullerance to “‘the pacticular time, place, person, or discourse
contcxl.”* And in a study by Kecnan, MacWhinncy, and Mayhew (1977), mem-
ory for utterances was examined in **the context of natural, purposcful com-
munication®’ or *‘interactional context,** which includes *"depree of previous
involvement with the speaker, the formal identity of spect™ acts represcated by
particular statements, the organizational structure of the interaction . . . , and the
amount of active participation on the part of the listener (p. 559)."" For these to
be considered part of the standard definition, discourse must be taken as includ-
ing a good deal more than just the linguistic expressions that have gone belore.

 Context has also been used to refer to things that are clearly nonlinguistic. In
studics of the verification of sentences against pictures, the piclures have some-
times been called the “'conlext*’ (Tanenhaus, Carroll, & Dever, 1976). And in

_ work by Hutlenlocher and Weiner (1971), the physical situation in which chil-
dren were lo carry oul instrvctions was calied the *‘extralinguistic conteat”” of the
instructions. The idea of ‘calling these context may be traced to Wason's (1965)
classic study of the *‘contexts of plausible denial,*” in which he referred to the

~_pictures that his assertions and denials were mcant to describic as the *‘objective
conicat,”” This he contrasted with the **subjective context,*’ the speaker’s belicls
about the listener’s belicls about a situation. C

ft is DBransford and his colleagues (Bransford & Johnson, 1972, 1973;

Bransford & McCarrell, 1974) who have been most closcly associated with the
- study of context in comprehension; yet they have been even less clear about what
_they meant by it. Bransford and Johnson (1972), for example, speak of the
“*conlext picture,* “*appropriale semantic structures,*’ **appropriale conlex(’" as
“part of the pre-experimental knowledge,'” and “‘the context underlying a
stimulus,"* all in relation to their general claim that **relevant conltextual knowl-
edge is a prercquisite for comprehending prosc passages.®* Doll and Lapinski
(1974} attribute to Bransford and Johnson two additional terms, *‘thematic con-
{ext®* and *‘rcferential context.®’ Later, Dransford and Johnson (1973) speak of
*‘activated semantic context ' or ‘“activated knowledge structures,* arguing that
in general *‘the ability to understand linguistic symbols is based not only on the
- comprchender’s knowledge of his language, but also on his genceal knowledpe of
the world (p. 383)."" Still later, Bransford (1979) equates *“‘context’® with **ap-
propriately activalcd knowledge.' What knowledge is *‘relevant’’ or "'appro-
priately activated*® Bransford never says.
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ESSENTIALS OF CONTEXT -

“I'here arc six feitures of context that appear to be commmon to most of the uses we
have reviewed. . L y
I. tnformation.  Conlext is information in the scnse used in “information

processing’® psychology. H is information about objccts, cvents, slalcs.-(ly.rlc:lar?-
cesses. It may be generic; cllu;raclcrir,ing what, .l'or example, lrcc.: are li cr n

© general, or particular, churacierizing what a particular tree—5ay, the tree aficr
which Palo Alio was named-—is like. [t may come {rom dlrcct. cxperience, from
being told, or lrom inferences bascd on these sourccs...l_l may include, but is not
limited to, a person's knowledge, belicls, or sup!mmu_ons. . '

Person Relativity. If context is information, It must bc in somconc’s .
possession. In most of the uses we have rcvic\w-:d, the context is usually rela-
tivized, not to people in pencral but coch particular person. -

» 3. Process Relativity.  Not all information a person possesscs is c_o,nsldcrc
to be context. Investigators always speak of the conlext of sonicthing—of 'a
word, of a list, or of the subject in an cxpcrimc.nl. \Vllfll they mean, we snggc:: .
is that context is relative (0 a process a person is carrying oul, ln.a .scnlcncc. l e
context of a word is really infurmation a person has relative to his inlerpretation

of that word.
4. Occaxion Relativity.

pesson possesses in the currying oul of :
occasion. To be able to speak of the context changing [

list to the next or from onc hearing of a seatence to |

HE sion relative, . o
COR\‘;;;"‘[‘::;:!‘Crzsl; through 4, context can be thought of asa fu‘nclmn with lhrc_c
arguments—the agent A, the process p, and the oceasion or time /. Cm'l]l‘f,'“ is
context(A, p, 1), not just context(A, p). context (p, 1), oF context(d, i).lk tlljr:’ li
another way of saying thal whea investigators talk about cmllcxl,'lhcy talk abou

son doing a particular task at a particular time (scc

FFor most investigators, context is information a
a particular process on « particular
rom one prass through a
hc next, we musi treal

the context for a particular pers

Bower, 1972). . : - . -
3. /‘lvaﬂabilily. In most usages, context is only that information “'m|'s
available 1o the person carrying out the particular process on that particular
ocension. When Jue Donntano was reading the word today in his newspaper |
' all sorts of information, He

9:13 A.M. on July 4, 1980, his memory was full of . 1
kacw the map of Enstern Europe, knew how lo change tires, knew the Catlu;]lu:
u

belicved that of age 13 onc day he saw a flying saucer, and so on,

catechism
' ¢ for the task at hand

only the past of this Information that was nvnilabgc (o Jo

would be considered part of the contexl. . i
6. Interactibility.  For information to be called context in most usages, il

must also be able to Interact witls the process at hand. Even if the calechism were

available to Joe Bonnano as he was reading foday in the newspaper, it wouldn’t

*
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be considered purt of the context unless it could somchow interact with the

reading and understanding ol that word., _ ,

© . To sum up, conicxt is information that is available to a panticular person for
inlcraction with a particular process on a particular ¢ccasion. From now on, we

take this to be the definition of conlext, -

Intrinsic and ln'cidentnl'Conte_xt

Psychologists Study context—it our now technical sense—because of its role in
the processes they are intercsted in. Their nccounts of those processes would not
be complcte without describing its role. Take the psychologists who study how
people identify objects in visual scenes. The surroundings of an object in a scene
arc often crucial to peoplc’s identification of that object. One and the same visual
configuration-——say, a blacked-in circle—will be identificd in one surrounding as
‘a ball, in another as a tire, and in a third as a hole in a door. Moslt visual
confligusations arc ambiguous in this way—Jook at Magritte. Psychologists rec-
ognize, therefore, that their theorics of object identilication must specify the role

that the sucroundings play. S
Yet most psychologists try to distinguish between two parts of the context

(still in our technical scnse). For example, take Margarel in an experimental
room viewing a slide and trying to identify an object in the middie of it. The
process she goes through, and hence her identification, errors, and reaction time,
"can be influcnced by many things. One category includes her identification of the
surroundings of the object, her knowledge of the plausibility of the object in
thosc surroundings, and her knowledge of the categories of objects the experi-
menter said she would be identifying. Another catcgory includes hcr thoughts
about the exam she has been studying for, her irritation with the experimenter,
her perscveration on the mistake she made on the last slide, her awarcness of hee
‘sore throat, her hunger, and her discomfort in the chair, Technically, bolh
catcgorics arc part of Margaret's conlext in identifying the object. Both have
been studied, and both continue to be worth studying. . _

These two categorics, however, bear different relations to (e task Margaret s
carrying oul. The things in the first category would generally be considercd parts
of the context that are fmrinsic to the process of object identification. They
belong to the process and, most psychologisis would fecl, nced to be accounted
for in any adcquate theory of the process. The things in the second calegory

would gencrally be considered incidental 1o the process as carried out on that

occasion. They allect the process onfy indirectly, by limiting Margaret's atlen-

tion to the task, interrupting the process, or making her less efficient. They do

not belong 1o the process of object identification per se and do not need to be
accounted for dircctly in a theory of that process. Let us call these {wo parts of
the context the intrinsic context and the incidental context..
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The intrinsic context, we stipulate, is that part of flic context that, a priori, has
the poteatial of being necessary on some occasion for careying oul the process in
question, Although Margaret inay sometimes be able to identify the iypc\vril;:r in
the middle of the slide without checking its visual surroundings, in gencral she
could not. For the process of object ideatification to succeed i general, it must
mnke usc of the visual surroundings. The incidental context is what rcm;lins the
parts of the context that never.need to be consulted. '-

' iﬂm.ndcqtmlc {heory Tor uny psychological process st make reference l(; the
intrinsic context, without which the process won't gcncrnlly' succeed. Ap impor-
Ean'i goal in studying such a process, then, is to distinguish the intrinsic frompl(::c
incidental context, Indeed, in the study of comprehension, psychologists have
tried fa identify those parts of the discourse, broadly conceived, that a listener
appears to have to consult in order to succeed in understanding what the sl;cakcr
‘mf::mi, Most of this effort has been experimental, Psychologists have n:icd out
this and that part of the confext to sce which paris are potentially needed in
comprchension. We now tum to a more analylic approach to intrinsic context
We argue that there are ceriain a priori grounds for characterizing the inlrinsic.
context for comprehension in one particular way,

INTRINSIC CONTEXT IN COMPHEHENSION _

Most of the characterizations of context we have reviewed allow alimost anything

a person knows to belong to the context in comprchension, This is implicd b

such terms as ““interactional context,’* *“‘appropriate semantic conteat, "rclc{
vail contextual knowedge,** *‘thematic context,” *‘referential cnnlcxl"' **acti-
\:alc(l knowledge structures,” *“appropriate knowledge structures,™ am; "col ni-
five system.'” The modiliers that wmight limit this r:mgc—-“rcl'cvnnt * "aﬁ:li-
:\rnlc.:d.:' and *‘appropriate”—have been left undefined. As cllnraclcri;nlioﬁs of
tirinsic and incidental context together, these descriptions may be nCCI‘lI"llc lbul
they aren't very helplul as characterizations of intrinsic context alone \-;hic':h is
what we are sceking. The problem is a praciical one. When a lislcn;:r lries tc;
understand what a speaker means on somic occasion, it would be advantageous if
the process he uses could limit what it retrieves from mc;nory lo somc portion of
!hc total information that could be made available. In particular, it should limit
Hsclf 1o the intrinsic context, that portion of the information that may be needed
for the process to succeed. ' '

Our proposal is straightforward: The intrinsic context Jor a listencer trying 1o
tnderstand what a speaker means on a particular occasion is the r;rmnmn
gmufm' that the listener believes holds ot that moment between the spreaker and
the listeners he or she is speaking fo. There are iwo technical nolions here that
nccfl explaining. The first is what the speaker meant, or speaker's meaning
(Grice, 1957, 1968; Sch_i_ﬂ’cr. 1972). Our proposal is sbout how a listeser iries (o °
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determine wh.ul ||IC cpcnkcr intended Ium o dLlcmunc, in p.ul by means of his
recognition of the speaker’s intentions. Qur proposal is mor about the further
infcrences that a listencr carrics out oa the basis of what the spc'\kcr meant; that
is, it is about the *‘authorized’’ and not the “‘unauthorized'* inferences made by
the listencr, iwo sorts of inferences that listeners ordinarily keep quite distinct
(Clark, 1977).' The sccond technical notion is common ground.

Common Ground

As a first approximation, the common ground between two people can be thought
of as the information the two of them share. When Ann and Jiob, for example, are
standing togcther in a gallery looking at a Picasso painting, they share a good

deal of information—about the objects depicted in the painting, about its colors,

about its posilion on thc wall, about Picasso, nbout modem painting, about cach
other, and so on. When Ann and Bob are Jater discussing their opinions of the
painting with cach other, they also share information about what cach other has
just said, mcant, and implicd. The commeon ground between them consists,
roughly. of the knowlcdge, belicls, and even suppositions shared in (his way,

The obvious first problcim is that what Ann takes to be the common ground
between them won't exactly match what Bob takes to be the common ground
between them. Discrepancics of this sort are a major source of misundesstanding
between people. Furthermore, we can speak of a third party’s belicls In the
common ground beiween Ann and Bob—say, the belicfs of Connie. in gencral,
Connic's belicfs about Ann’s and Bob's contmon ground will be less veridical
and less complete—often very much so—than will cither Ann's or Bob’s. Non-
veridicality and incomplctencss arc two major sources of mhundcrsmndmgs by
third persons.

As we will see, however, this fitst approximation to common ground will not
do. It isn’t cnough for both Ann and Bob to know or believe certain things. They
must cach know or believe that they both know or believe these things—nand they
must know or believe that the other knows or believes that they both know or
bchcvc 1hcsc things, and so on, Whal is rcquired is the tcchnical notion of

“common’’ or “mutual’’ knowlcdge, belicls, and supposiliom (Lewis, 1969;
Schiller, 1972). Mutual knowlcdgu of a proposition p is defined by Schil‘fcr as
follows: , )

‘A and B mutually know that P = dets

‘ 150 In the understanding of what the speaker meant, one could alse define two further notions of
conteal, One 1s the intended context, the information that the speaker Intended the listenes to conaull
_in understanding his ulterance on ‘s pasticvlas occasion. The second is the actual context, the
Information that the tistener sclually did consull, Ideally, the aciual contexi should be Kentical to the
intcnded contest, and both should be part of the intrinsic conleat. It everyday pcrformance, these

relations doubtless Fall shot of the Ideal,
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. A knows that p. ‘
t'. # knows thal p, _

2. A knows that B knows that p.

2'. B knows that A knows that p.

3. A knows that B knows that A knows that p.

3. B knows that A knows that B knows that p.

clc., ad infinitum

Mutual belicls and mutual suppositions are like mutual knowledge but with the
verb know replaced everywhere by the verb believe or the verb suppose. In
shott, the common ground beflween two people consists of their mutual knowl-
auge, snutual belicfs, and mutunl suppositions.?

Soutrces of Conunon Ground.  An immediate problem with the definition of
common ground is that il is infinite in length. For A and 5 to mutually know
somcthing, it appears that they must réprcscm in memory an infinite number of
knowledge stalements—namely, 1, 1', 2,-2°, cic., ad infinitum. This is clcarly
impossible, Clark and Marshall (1 98!). Im\vcvcr. have argucd llml the problem is

only apparent,
The central idea is that mutual knuwlcd;,c is an clemeniary mental repre-

sentation that is inductively infesred from certain special kinds of evidence.’
Imagine that Ann and Bob are standing together looking at the Picasso painting
and that each is awarc of the other doiag this; that is, Ann sccs Bob looking at the
painting, and she sces him noticing her doing this at roughly the same time. 1{ she
assumics that Bob is rational and that hic is attending to both her and the painting,
it is casy to show that she can immediatcly jump to the conclusion that they
mutually know about the painting.-The cvidence Ann requires is an event in
which she, Bob, and the painting are *‘co-present,®’ that is, openly present
together in a certain way. She can jump to this conclusion by using this cvidence
along with certain auxiliary assumptions in a *“*mutual knowledge induction
schema. ** She can then add 1o her beliels about the common ground between her
and Bob certain belicfs about the Picasso painting. For the induction schema o
apply, the evidence has to be of just the right kind. Clark and Marshail identilicd
three major types of cvidence: physical co-presence, Imgu:sllc co-prc-:cncc. and
comthunity membership.

Amiong the strongest evidence that somelhmg is common grouud is physsca! :
co-presence. An cxample of this is Ann and Bob viewing the Picasso painting at
the art gallery. The two of them are experiencing il together, simultancously, in
the near-certain awareness that the other is experiencing il (oo, What better

*As Gerald Gazdar has pointed out to us, this definition is probably insufTicient, because there are
fimost certainly mixtures of knowledge, belief, and suppositions in which 3, for example, might read
A supposes that B belleves that A suppases that p, or A knows thot B knows that A believes that p, elc,
This Is ol the place to take up these complications, :
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cvidence could Ann want that she knew about the painting, kncw that he knew
about the painting, knew that he knew that she knew about the painting, and so
on? The auxiliary assumptions she nceds arc minimal—mainly that Bob is ra-
tional and is paying altention, just as she is. This experience constitutes an event
of physical co-presence, and it is that event, along with the assumplions, that
allows her to infer mutual knowledge of the picture. The experience, of course,
can be visual, auditory, tactile, and so on, or any combination of the scnscs.
In contrast with physical co-presence is linguistic co-presence. Imagine that
Ana had scen the painting and Bob hadn't, and Ana says to Bob I saw an
- extraordinary painting by Picasso today. In mentioning the painting in this way,
she is bringing it into linguistic co-presence with Bob; that is, whercas in physi-

cal co-presence Ann, Bob, and the piciure arc openly prescal together in n single

cvenl, in linguistic co-presence Aan, Bob, and Ann’s meation of the picture arc
what arc openly present together. If Ann assumcs that Bob understands her
correclly and is otherwise rational and paying attention, she can infer that they
now mutually supposec the existence of the Picasso painting. Wherseas physical
co-presence relics on **natural’* evidenee of the joint presence of Ann, Bob, and
the painting, linguistic co-presence relies on **symbolic’® evidence of their joint
presence. In this way, the two 1ypes of cvidence are distinct.

"The fast major type of evidence for common ground is community member-
ship. Once Aan and Bob mutually establish that they both belong to a particular
community, they can infer that what is universally known within thal community
is mutually known to the two of them, Imagine, for example, that Ann and Bob
mutvally discover that they are both on the Stanferd University faculty. Ann can
then infer that they mutually know where the Stanford Post Olfice is, who the

- president of the university is, and so on. Ann and Bob, of course, each belong to
many commuaitics and subcommunitics, some in common and others dislinet,
To assume mulual knowledge for anything known by some community, they
must {irst establish that they mutually know that they are both members of that

community. if Ann knew that Bob was on the Stanford University (acully but -

kncw that he didn’t know that she was, she couldn’t assume mutual knowledge of
the post ofTice, the president, and so on. o _ _
As evidence for common ground, physical and linguistic co-presence consti-
tute singlc time-boundced cvenls, whereas community membership constitutes an
enduring state of alfairs. Once Ann aud Bob have mulually established that they
arc both members of some community, they can retum again and again (o that
membership as a basis for Inferring what s in their common ground. With
physical and linguistic co-presence, in contrast, the single events are gencrally of
limited use. Ann can later refer to the painting she and Bob had just scen or
talked about, but only so long as the cvents.are still fresh in memory, Evidence of
physical and linguistic co-presence is generally pretty transitory.
Most inferences of common ground are based on a combination of these three

types of evidence. After Ann tells Bob I saw an extraordinary painting by
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Picasso today, she can infer that they mmituatly believe pot qlmly that she saw the
puinting but alse that it was modern. She can draw the second inference becanse
they both belong to the community of cducated people who almost universally
know that Picasso was a modem painter. Similarly, after Ann and Dob view the

~painting together, she can infer mutual knowledge not only of its cxistence but
also of the manner in which it was probably created—from oils applicd to canvas
with a brush, This inference is also justificd and drawn quite naturally on the
basis of (heir joint memberslup in the community of educated pco;ﬂc. if Bob had
been a ?hi'ld or a slonc-age food gatherer, Ann would not have been willing to
deaw this infcrence. : :

A Clélla.sification of Contexts

If the intrinsic context for comprehension is the speaker’s and addressee’s com-
mon ground, then the contexts mentioned in the literature as relevant to com-
prehension should be classifiable into one_ or morce of the three main sources of
common ground. And they are.

' A.m.ajor source for common ground in comprehension s, naturally caough,
linguistic co-presence. The listencr takes as common ground between lim and
lluf speaker all of their conversation up to and including the uticrance currcntly
being interpreted. Likewise, the reader takes as common grouad between him .
and the narrator of the written discourse all the text up to and including the
ulicrance he is currently considering. So linguistic co-prescnce quite naturally
subsumes such types of context as “prior Jinguistic conlext,” *‘scmantic con-
:cxl.:: “"discourse conlext,” **syntaclic context,"” and even *‘interactional con-
exl.’” '

A sccond source for common ground is physical .co-presence. The fistener
takes as common ground what he and the speaker arc currently cxperiencing and
have already experienced. This subsumes such notions as “‘extralinguistic con-
lext,” “perceptual context,” and Wason's “'objective context.”" As llu;y stand
lhes.c carlier notions are unicnably broad, because they include perceplual infor:
ation that is available to the listener but is known, belicved, or supposed by the
listener not 10 be part of his and the speaker's common ground.. By reference o
Common ground, we can cul these garpantuan contexts down to size, .

) The least understood source of evidence is communily miembership. If some-
thing is universaily known in a community, then two people in that community
can assume that they mutually know it. This will cover, whilc narrawing down, a
gqod deal of Dransford's allusions to **preexperimental knowledge,** ““appro-
priate knowledge framework,** and “relevant contextual knowledge.™ It will
also subsume other notions often included under the rubric of context, such as
frames (Minsky, 1975), scripts (Schank & Abelson, 1977), schemata (Rumclhan
{c Ortony, 1977), and story grammars (Mandler & Johnson, 1977). These no-
tions are cach too inclusive as they now stand. An American wouldn 't assume
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that an Lpyptian hn# the script Tor what happens in American I'nsl-foml'rcslau-
rants. The mutuality’ of such knowledge is cssential Tor understanding the

speaker’s intenl.

WHY COMMON GROUND?

What evidence is there that common ground is the right notion of inttinsic - °

context? Most of it is formal. There are, for example, l'on.nnl dcmon.slraiions lh.m
common ground is the necessary ingredient in conventions {Lewis, 196199)8::“
speech acts (Schiller, 1972), and in definite relerence (C;Iar.k & Mar'shall, ).
Other investigalors have appeaicd to these demonstrations in their own argu-
ments in favor of common ground. Yet most of the argument depends on a
common scnse analysis of language usc. In our revicw, we ry lo convey as much

of this common scnsc analysis as we can,

Conventions

The first formulation of mutual knowledge was pmp?scd b;y Lewis (196(;)) w0
account for conventions. Consider the convention of using chien to denote og.'fi
For ‘Ann 10 use chien with Bob lo denote dogs, she I:‘I'llsl knox.v that he kln?\;s !‘
means *‘dog.”” But what il he knows it means **dog,”’ but belicves she thinks i

means *‘cat’*? Then Ann must suppose hat he knqws that s.l'.te kl:?ws it I:Ecans
*Jog."" But what if hc knows that she knows that it mcans ‘*dog b;:l be u‘;;;:
that Jie thinks it means *‘cat’’? Ann must therefore suppose .lhat he nowsd )
she knows that fre knows il means **dog. "’ And so on, s Lewis demonstrated, a

infinitum. More gencrally, Lewis showed that for any convention to be usable by .

" two people, it has to be mutvally known (in the technical sensc) by those two

people. 1—is an esscntinl part of
' nowledge—one aspect of common grousnd—is an €5
Il mutual kno 4 pe [ language usc because 5o

ations, then it must also be an essential parl o |
f:::: of Ian’guage is conventionaf, The rclalion.s between mosl.words ;nd ll;::
mcanings are conventional and so are phonological, morpholognca:ll, an syn‘wh
tic rules, the rulcs of scmantic composition, and e'vcn, some wo'ul argl:lc. r:mal
of pragmatics. What is represented in a person’s mental lexicon x:ln m mal
grammar are conventions that are commond.gr]our:d for that person and any o
»eaks the same language or dialect. o
pcf_-;%I; ;l:lorcscpgf common ground for conventions, then, is comqmnity mcmbl_c:r-
ship. Trivially, te usc English phonology, syntax, and scmanl:c;.o llil‘u: ;pcngc :‘-;’
must establish that he and his listencr mutually know that they are mVen s
of the community of English spcakers. Fm: many aspects of Ia_n:;u::g?& c.—ds e
subcommunities to which the speaker and listener belong are cm:c.:a . l “(:canin ;
Jacabian, Bessel function, and guark, for example, have conventiona | g
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only for the subcommunity of physicists, and ordinay words like bug, fea, and
attension have additional conventional meanings in the subcommunitics of com-
puler workers, drug users, and psychologists. Whenever a speaker fsom one of
these subcommunitics talks to someone outside it, be can take as common ground
oniy the vocabulary of the larger communitics to which they both belong (Nun-
berg, 1978). ‘ :

Speech Acts

In uttering sentences like It°s raining out and Who is coming tonight?, a speaker
is performing certain speech acts. He has certain attitudes he wants to cxpress for
c¢..ain listeners—for example, his belicl that it is raining out or his desire 1o
know from his addressces who is coming that night—and in ultering these sen-
tences, he intends those listeners to recognize these uititudes by mecans of their
sccognilion of his inlentions (Grice, 1957; 1968; Scarle, 1969; Bach & Harmish,
1979). Our working assumption is that understanding what the speaker meant
consists largely in trying to rccognize the attitudes the speaker intended his
listeners to recognize—the speech acts he performed.

How do listeners recognize the attitudes the speaker is expressing? According
to a formal demonstration by Schiffer (1972), they do so by means of cerain
evidence—thie words the speaker uscd and certain olher ““contexteal®” information.
The critical point in Schiffer's demonsteation: is that this cvidence has 10 be
mutually known or belicved by the speaker and his addressees. If it isn't, the
speech act can fail, and it will be only accidental if the listeners manage o
recognize the speaker’s attitudes. What Schilfer’s demonstration shows, then, is
that the intrinsic context for understanding speech acts is mutual knowledge or
belicfs—that is, common ground. o

One source of evidence lisicners use here is commiunity membership, which
leads them to the conventions governing the phenology, syatax, and semantics of
the scntence uttered. The interrogative mood of Whe is coming tonight?, for
instance, can conventionally be used for asking questions (although it can also be
uscd for other speech acts), The two other main sources of evidence for common
ground—physical and linguistic co-presence—arc also important. With Who is
coming tonight?, (hcy arc needed for identifying when *‘tonight"’ is and where
the people are *‘coming’’ to. Identifying the speech act being performed gener-
ally requires some combination of the three main sources of evidence for com-
mon ground. o B - 5 .

Every conversation can be viewed as a scries of specch acts that each incre-
ment the common ground of the partics in'the conversation (Gazdar, 1979;
Stalnaker, 1978). The iden, roughly, is this: Before Joe says in the middic of a
conversalion Bill Ieft for New York yesterday, he will have assessed the com-
mon ground of his conversational pariners and found it to be common ground
who Bill is but not that he Ieft for New York yesterday. Joe, of course, believes



/326 CLARK AND CARLSON

that Bill left for New York the day bcl'ore (f hc is being sincere) and pcrhaps that

a few others might believe it but that not all the pasties believe that all the parties

belicve it. Joe makes his assertion,. therefore, in an attempt to increment the

common ground amoig the partics—otherwise, there would be no point to it.
They now all belicve—indeed, mutually believe—that he belicves that Bill left
 for New York yesterday. Once this is common ground, the next speaker, Snlly,
_can say, for example, Did he go by plane?, in which she presupposes that it is
common ground that Bill left for New York the day before.
Common ground is essential to specch acts that are indirect 100, Imagine that
Joe says to Sally Do you know what time it is? In the right situation, he could
~mean, literally, that she is to say whether or not she knows what time it is. He
could also mean, indirectly, that she is to go to an appointment she has forgotten.
What is the intrinsic context for Sally’s recognition of this reminder? All the
evidence suggests (Clark, 1979; Cohen & Perrault, 1979) that it is once again
common ground. To be able to make this reminder, Joe must know about the
appointment, know that she knows about it, know that she knows that he knows
about it, and so on. Joe cannot expect her to refer to information that is not part of
" their common ground. :

Definite Héfarenc_a_

Imagine Judy saying to David at a pﬁy The woman in the blue dress is the

mayor of San Francisco. In uttering the woman in the blue dress, Judy is making
a definite reference. She is trying to enable David 1o identify the person to whom
" she is referring—a particular woman—and with the rest of her utterance she is
asserting something about that woman,
" What information is necessary for David's 1denuf' cation of that woman?
According to a formal demonstration by Clark and Marshall (1981), it is once
again mutual knowledge or beliefs. If Judy's definite reference is sincere, she has
good reason to believe that on this occasion David can readily and uniquely infer
mutual knowledge of the identity of her referent. Most often, that means that the
referent itself is already mutually known, and it is a matter of picking out the
right referent from a mutually known array of possible referents, Describing the
referent as the woinan in a blue suit will do the trick. On other occasions, the
referent isn’t yet mutually known, but its identity can be inferred on the basis of

mutual knowledge, beliefs, or suppositions. In short, the part of the context that

David is intended to use as intrinsic to undcrslandmg Judy's reference is his and
her common ground. .

The threc traditional types of def' mle reference—deixis, anaphora, and proper
names—generally reflect the three main sources of mutual knowledge by which
~-they are interpreted (Clack & Marshall, 1981). With deixis, as in this woman,
- that box over there, or you, the speaker prototypically depends in part on the

- physical co-presence of the speaker, addressee, and referent, which he often
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. secures by, gestures and cye contact. With anaphora, as in tfééwoman, the box I

just mentioned, and itself, the speaker depends primarily on- the linguistic co~
presence of the speaker, addressee, and referent. And for proper names, as with
George Washington, Napoleon, and World War H, (he speaker relies mainly on
community membership—that he and his. addressee belong to a community in
which it is universally known who George Washington and Napolean were, and
what World War 11 was. What listeners take as intrinsic context for interpreting
definite reference i is just the evidence that aliows them to infer common ground.

Contextual Expressions

Contextual expressions are constructions whose senses vary indefinitely depend-
ing on the occasion on which they are used (Clark & Clark, 1979). Imagine that
Ed and Joe have a mutual friend named Max, who has the odd habit of carrying a
teapot and occasionally sneaking up and rubbing the back of people’s legs with
it. One day Ed says to Joe, ‘‘Well, Max did it this time. He tried to tcapot a
policeman.”” On this occasion, the verb reapof, based on the noun reapot, has
the meaning “*rub the back of the leg of with a teapot.’* However, with a change
in the story about Max, it could have meant something else entirely. Because
there are indefinitely many distinct stories one could tell about Max and teapots, _
there are indefinitely many distinct senses one could ascribe to 1he constructed
vetb feapor.

The main defining feature of contextual expressions is that, like the verb
teapot, they have indefinitely many potential senses. They are different from
ordinary ambiguous constructions like virfalness, which have a small finite
number of distinct senses that either are conventional and are listed separately in
the mental lexicon or are identifiable from conventional rules of composition
applied to the conventional meanings of their parts (here, virfual and -ness). Itis
only in context that listeners can create the intended senscs of expressions like
teapof, hence the name coritextial expression. Contextual expressions are not on
the periphery of language, linguistic oddities to account for in a special way.
They are ublquuous and are thought lo be a natural part of Ianguage (Clark,
1981).

The point is that for contextual expressions the intrinsic context is the
speaker s and the target audience’s common ground. Ed could not have said Max
tried to teapot- a policeman to just anyone and expected him to recognize the
meaning *‘rub the back of the leg of with a teapot.” Ed had to be sure that his
addressee knew about Max's odd habits, knew that Ed knew about them, knew
that Ed knew that he knew about them, and so on. It is easy to demonstrate that,

like definite reference, contextual expressions have interpretations that require,

in general, reference to the speaker’s and audience’s mutual knowledge, belicfs,
and suppositions. The intrinsic context is their common ground. -
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| 'CONCLUSIONS

What we have proposcd is that when a |islcn.|:r trics lo undcrstnnq what n fpcakcr_
means, the process he goes through can limit memory access 10 information llufl
is common ground between the speaker and !us addr'cssccs. Al the very least, il
" must distinguish between information that is .nnd. is not part of lhc‘ common.
ground, beeause otherwise in cerlain situations it will systematically misintcrpret
conventions, dircct and indircct speech acts, definite reference, and coniextual
expressions. So the comprchension pmccss_mtfsl keep track of common groun:il.
and its pcﬂ'onnance will be optimal if it limits its access (o lh?t common gmlunb(;
. Whether its design is actually optimal in this respect is a auestion that can only

answered cmpirically.

The intrinsic context for comprchension is different in oné fundamental way

[rom most other notions of intrinsic context. In arcas like visual perception, the
. notion of common ground isn't cven deflinable, bcca\{se lhcr? m:c g.cncmlly n.o
agents involved other than the perceiver himself. Dcﬁm'ng the intrinsic context |'n
tctms of common ground appears to be limited to cct?nm processcs of commumi
cation. Context, therefore, cannot be given :3 un!for_m lrenll'nen.l afcross ai'
psychological domains. In language comprehension, indeed, the intrinsic contex

is something very special,
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