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ABSTRACT

This study investigates the feasibility of deplayiwvireless communication and embedded computing for
structural control applications. A feedback struaticontrol system involves a network of sensord an
control devices. As control devices are becommglker, more cost effective and reliable, oppotigsi

are now available to instrument a structure witgdanumber of control devices. However, instrunmgnt

a large scale centralized control system with cabbn be time consuming, labor intensive, andadilffi

to maintain and reconfigure. This study explatesentralized feedback control using wireless ssnso
incorporated with a computational core and a siggaheration module. Decentralized control
architectures are designed to make control deddi@sed on data acquired from sensors locateckin th

vicinity of a control device.

Specifically, this paper describes the experimewngdidation of a time-delayed decentralized strraitu

control strategy that aims to minimize th&, norm of a closed-loop control system. The deedin&d

controller design employs a homotopy method thadgally transforms a centralized controller into
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multiple decentralized controllers. Linear matiiequality constraints are included in the homatopi
transformation to ensure optimal control perfornreandhe paper also describes our first implemeoriati

of a real-time wireless sensing and control systhat achieves simultaneous communication within

multiple wireless subnets. Different decentraliZ&d control architectures are implemented with a

network of wireless sensing and control units unsented on a six-story scaled steel frame structure
controlled by magnetorheological dampers. Shakke texperiments are conducted to demonstrate the

performance of the wireless decentralized connatitectures.

Keywords: structural control, wireless sensing, feedbaadketidelay, decentralized control, H-infinity

control, homotopy method, linear matrix inequality.

1. INTRODUCTION

Utilizing a network of sensors, controllers and tcohdevices, feedback control systems can poténtia
mitigate excessive dynamic responses of a structuMgected to strong dynamic loads, such as
earthquakes or typhoons (Housheral. 1997). For a large scale structure, the instniat®n of a
cable-based communication network that connectargel number of sensors, control devices, and
controllers can be quite costly. As the size ef structure increases, the cost of installing tides also
grows in a rapid rate. Furthermore, maintaining téliability and performance of a large-scale rinte
connected real-time system can be challenging; nfepaing the system would require laborious
rerouting of the cables. With the increasing aldlity of wireless communication and embedded
computing technologies, there has been extensivd vowards the development of wireless sensing
technologies for structural monitoring applicatiqi®raser and Kiremidjian 1998, Lync&t al. 2006).
The adoption of wireless sensing technologies eamedy the high installation expense of commercial
cable-based systems, which can cost up to a feuséimal dollars per sensing channel (Celebi 2002). A
natural extension of the wireless sensing techrylag it matures, is to explore its applicability Eemi-

active or active control by eradicating lengthyleabassociated with traditional control systemss tide
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building block of a wireless feedback control systex wireless sensing and control unit can not only
collect and communicate sensor data, but also makenal control decisions and directly command
control devices in real-time. This study furthewdstigates the feasibility of deploying decentediz

control algorithms that are performed over a wislsensing and control network.

As control devices are becoming smaller, more effsttive and reliable, opportunities are now aalali

to instrument a structure with large number of oardevices (Spencer and Nagarajaiah 2003). Wgh h
density of sensing and control devices, scalahidlitgontrol systems will be hindered by their degesmce

on centralized control strategies, where a cewwatroller is responsible for acquiring data andimg
control decisions. To mitigate some of the diffims with centralized feedback control systems,
decentralized control strategies can be exploreahd8ll et al. 1978, Siljak 1991, Lunze 1992).
Decentralized structural control systems exist; dgample, the 170m-tall Shiodome Tower in Tokyo,
Japan consists of 88 fully decentralized semi-actiydraulic (SHD) dampers (Kurinat al. 2003,
Shimizy et al. 2004). However, for such a fully decentralizedteyn, real-time control decision is made
for each SHD damper, based upon the data of aesseksor and a load cell associated with this SHD
damper alone. Our research focuses on decenttatiantrol architectures that are designed to make
decisions based on data acquired from a distribugddork of sensors located in the vicinity of antrol
device. Decentralized feedback control can takeatage of a network of wireless sensors incotpdra
with a computational core and signal generation utedWang et al. 2007, Wang et al. 2008).
Embedded in the wireless sensing units, decergdalontrol algorithms can be performed in a pdralle

and distributive manner.

This paper describes the experimental study aha-tielayed decentralized structural control stratbgt

aims to minimize thé<{,, norm of a closed-loop control systert,, control can offer excellent control

performance particularly when “worst-case” exterdeturbances are encountered (Zheual. 1996).
CentralizedH., controller design in the continuous-time domaindwuctural control has been studied by
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many researchers (Johnsehal. 1998, Mahmougdet al. 1998, Wang 2003, Yangt al. 2004, Balandin

and Kogan 2005, Liret al. 2006). Their studies have shown the effectiveégentralizedH., control

for civil structures. For example, it has beemvsh that, control design can achieve excellent

performance in attenuating transient vibrationstofictures (Chaset al. 1996). We have conducted

numerical simulations to evaluate the performarfdare delayed decentralizéd,, control (Wanget al.

2009, Wang 2009). The decentralized controlleriglegmploys a homotopy method that gradually
transforms a centralized controller into multiplecentralized controllers. Linear matrix inequality

constraints are included in the homotopic transétiom to ensure optimal control performance. tust

be noted that homotopy approaches for decentraliZzgdcontrol have also been explored by other

researchers (Mehendale and Grigoriadis 2008). a&pproach adapts the homotopy method described by

Zhai, et al. (2001). The method was originally developed fesigning decentralizet{,, controllers in

continuous-time domain. Specifically, this papeesgents an experimental study of the time-delayed

decentralized., controller design, implemented on a network ofl@ss sensing and control units.

In order to allow multiple decentralized controfleto simultaneously obtain real-time data from
neighborhood sensors over a wireless network, pieltsubnets that operate on different wireless
communication channels are needed to minimizeferemce among the wireless units. Besides handling
real-time communication, the microprocessor of eawteless sensing and control unit also needs to
coordinate the sensing and actuation tasks (susarer interrogation, embedded computing, andaont
signal generation) with accurate timing. This papesents the implementation of a real-time wagle
feedback structural control system with multi-chelnlow-latency communication, utilizing the Narada

wireless sensing and control unit designed by Sweantl Lynch (Swartzt al. 2005, Swartz and Lynch

2009). Different decentralize®,, control architectures are implemented with a nétwaf wireless

sensing and control units instrumented on a sikststeel frame structure. Semi-active
4



magnetorheological dampers are installed on thectstre as control devices. Shake table experiments
were conducted at the National Center for ReseamdBarthquake Engineering in Taiwan to examine the

performance of different decentralized control @&estures.

The paper is organized as follows. First, the fdation for decentralized{,, controller design is

summarized. The experimental setup of the sixyssteel frame structure instrumented with wireless
sensing and control system is then described. iIBet@ provided on the control system architecttihat

achieve simultaneous real-time sensing feedbacdigusultiple wireless subnets. Experimental resaiées

presented to evaluate the effectiveness of thelegsedecentralize®{,, control strategies. Finally, this

paper is concluded with a brief summary and disonss

2. OVERVIEW OF THE DECENTRALIZED STRUCTURAL CONTROL FORMULATION

2.1. Structural Control Formulation with Feedback Time Delay and Sensor Noise

For a structural model with degrees-of-freedom (DOF) and instrumented witttontrol devices, the

state-space representation of the discrete-tintersysan be written as (Warg al. 2009, Wang 2009):

Xs[k+1] = A xc[K] + Eqw, [K] +Byu[K]
z[k] = C xs[K] + F,w, [K] + D,u[K] (1)
m[k] =C,x¢[K] +F,w,[k] + D, u[K]

In Eqn (1), xdk]OR*™, wy[K]OR™* and u[k] OR™*denote the state vector, the external excitation
vector, and control force vector, respectively.r &dumped mass structural model witfloors, the state

vector,xs, consists of the relative displacemenand relative velocityy (with respect to the ground) for

each floon,i=1, ..n.



Xs=[h ¢ G, ... On qn]T (2)

where the superscript “T” represents vector or matanspose. Note that for the decentralized rotlet
design, the relative displacement and relative oigldn the state vectoxs are grouped by floor. The
matricesAqdR*™™, E40R*™ ™, andB4OR*™™ are, respectively, the discrete-time dynamicsitatian
influence, and control influence matrices. The toex; zZ[k] OR™" and m[k] OR™ represent,
respectively, the response output (to be contraligidg the feedback loop) and the sensor measutemen
vector. Correspondingly, the matric€g F,, andD, are termed the output parameter matrices, and the
matricesC,, Fn,, andD,, are the measurement parameter matrices. The diomsnof these parameter

matrices should be compatible with correspondingars in Eqn (1).
Suppose time delay over one sampling pedddexists for the sensor measurement signg] in the

feedback process, for example, due to computatiandl/or communication overhead. Taking into

consideration of sensor noise, denoted#k] JR™**, a discrete-time system can be defined as:

Xro [K+1] = AgpXep [K] + B { m{K] }

w, [K]
[k] =CpXpp [K] +D m{K] v
y TD*TD ™D Wz[k]
Here, we letA,; =0, B, =[I O] , C;p =1, and Dy, =[0 aNZI] (wherel represents an identity matrix

with compatible dimension). The inputs to the tideday system are the measurement sigijé] and the

n,x1

sensor noisev,[K|OR™>*. The output of the time-delay system is the datagoisy signay[k]OR™™,
which is the feedback signal to be used for cordeslisions. Using this formulation, the three vext

including the measurement sigmajk], the sensor noise,[k], and the delayed noisy signdk], have the



same dimensions. In addition, the dimension oftate vectokp[k] IR™ of system defined in Eqn (3)

is also the same, i.e.

Mp = Nm =Nz =y (4)

The parametes,, is a scaling factor representing sensor noisd.lelver simplicity, we assume the same
scaling factor applies to all sensors, althoughgemeral, different scaling factors can be assigioed

different sensors by modifying the diagonal entriiesthe matrixs,,l. It should be noted that the
formulation can also be extended to model multiptee delay steps, as well as different time defays

different sensors.

The dynamical system described by Eqgn (1) andithe-tlelay system described in Eqn (3) are connected
to constitute an open-loop system depicted in [Eidur Since the sensor measurement veuf&} is both

the output from the structural system and the inputhe time-delay systerm[k] becomes an internal
variable of the open-loop system. The inputs ® dpben-loop system include the excitatisijk], the
sensor noisew,[K], and the control forceg[k], while the outputs include the structural respmzfk] and

the feedback signalgk]. The number of state variables in the open-lsggtem is thus equal to the total

number of state variables in the structural systaththe time-delay system:

NoL = 2n + Npp (5)

Cascading the structural system and the time-dgfatem (for example, using tiseysi ¢ command in

the Matlab Robust Control Toolbox (Chiang and Safori998)), the complete open-loop system is

denoted as follows:



x[k +1] = Ax[K] +B,w[K] +B,u[K]
z[k] =Cx[k] + Dyw[k] + D u[K] (6)
y[k] =Cx[Kk] + D,w[k] +D,u[K]|

wherew=[ W' WZT]TD R™? contains both the external excitatiwnand the sensor noise.

For feedback control, the controller system takessignaly[K] as input, and outputs the desired (optimal)
control force vectou[K] according to the state-space formulation fordigeamic controller:

{xe[k +1] = Axe [K] + Boy[K] @)

u[k] =Cexs[K] + Dgy[K]

where Ag, B, Cc and Dg are the parametric matrices of the controllerb&o computed and, for

(ng+ny )x(nG +ny)

convenience, are often collectively denoted byrarotler matrixGOR as:
A, B

G { : } ®
CG DG

In this study, we assume both the controller areldpen-loop system have the same number of state

variables, i.e A, OR™™ andng = no. (Eqn (5)).

2.2. Decentralized Control For mulation

A decentralized control strategy can be definedscifying a sparsity pattern in the controller ncat
Ag, Bg, Cc andDg. The feedback signajgk] and the control forces[k] are divided intoN groups. For
each group of control forces, the feedback sigmaisesponding to the communication patterns are

grouped accordingly to reflect the decentralizedtics decisions. The decentralized architectuemoded



by a set of controller§,, Gy, ..., andGy, can be obtained by specifying that the contrathatrices in

Eqn (8) have block diagonal forms:

Ag =diag(Ag Ag, v Ag, ) (9a)
B, =diag(B,, B, "B, ) (9b)
C, =diag(Cg .Cq, . C, ) (9c)
D, =diag(Dg ,Dg, ++Dq, ) (9d)

The control system in Egqn (7) is thus equivalena teet of uncoupled decentralized control subsystem
each requiring only one group of feedback signalsidtermine the desired (optimal) control forces fo

that subsystem(i =1, I, ..., N).

{XG [k+1]=Agxq [K] +BgYi[K] (10a)

Ui[k]:CqXG‘ [k]+DQyi[k] (10b)

Assuming that th®,, matrix in the open-loop system in Egn (6) is sozeatrix, the following notations

have been defined by Zhat,al. (2001):

A 0 |B, |0 B,
A| B, |B, 0 0,]0 (I, O
(::1 I:311 D,|=[C, 0 |D,|0 Dy (11)
C, | Dy 0 1,10

C, O D, |

Using the definitions above, the closed-loop systerkigure 1 can be formulated by concatenating the

open-loop system with the controller system:



{XCL[k +1] = A X [K] + B w[K] (12)
z[K] = Co X [K] + D w[K]
where
A, =A+B,GC, (13a)
B, =B,+B,GD,, (13b)
C. =C,+D,GC, (13c)
D, =D, +D,GD,, (13d)

andG is defined in Egn (8). Note that the inpyfk] to the closed-loop system includes both the esler

excitationw,; and sensor noise,, and the outpu[K] is the structural response.

A decentralized., structural control design using a homotopy methdt Wnear matrix inequality (LMI)

constraints is adopted in this study. I&f, OC™™ represent the discrete-time closed-loop transfer

function from the disturbanog to the output responge The objective of{,, control is to minimize the

H.-norm of the closed-loop system:

M., = sup alH,,(¢“)] (14)

e o]

wherewrepresents angular frequendyf, is the sampling periodyy = 77/AT is the Nyquist frequency, j

is the imaginary unit, ane‘f[-] denotes the largest singular value of a matrix.edsence, theéf_ -norm

represents the largest amplification gain from th&turbancew to the outputz within the Nyquist

frequency range.
10



Following the Bounded Real Lemma, the performanitercon ||H |m <y can be restated using a matrix

ZW|

variableF which is a function oG andP as (Gahinet and Apkarian 1994):

-p P(A+B,GC,) P(B,+BGD,) 0
~ ~ ~ T
Fers : ferouee] Lo (19
* * 4 (Dll +D,GD 21)
_* * * _yl |

That is, if there exists a decentralized controlef(with parameter structures illustrated in Egn (9)),
positive real numbey;, and a symmetric positive definite matRxsuch that(G,P) < 0, then the closed-

loop H, -norm is less thap Because botls andP are unknown variables, the optimization problers ha

a bilinear matrix inequality (BMI) constraint (Vanfwerp and Braatz 2000). When there is no sparsity

requirement on the matri®, efficient solvers that minimizes the closed-lgdp-norm are available for

computing an ordinary (i.e. a centralized) conémothatrixGc (Gahinet and Apkarian 1994, Chiang and

Safonov 1998):
A B
Ge { N ﬂ (16)

For decentralized control where the informationdfesck are specified by the sparsity patterns in the
controller matrices, however, off-the-shelf algmis for solving the optimization problem with BMI

constraints are not available (VanAntwerp and Bra200). In this study, the homotopy method

described by Zhaiet al. (2001) originally developed for designing decelineal 7, controllers in

continuous-time domain is adapted for the disctiete-feedback control problem.
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Starting with a centralized controller, the algomt searches for a decentralized controller alotigviing

homotopy path:

G=(1-4)G, +4G,,0s1<1 17)

whereA gradually increases from 0 to X5¢ represents the initial centralized controllervshdn Eqn
(16), andGp, represents the desired decentralized controllr avspecified sparsity pattern shown in Eqn
(9). In this way, the BMI constraint in Eqn (15¢gknerates into a linear matrix inequality (LMI)
constraint. For convenience, a matrix variablés defined based on Egn (15) as a function ofalides

Gp, P, andA:

H(G,,P,1)=F(G,P)=F((1-1)G +1G, P)< 0 (18)

Note that the centralized controll&c is initially solved using any conventional methaasd is kept
constant during the homotopy search. The methadugily transforms a centralized controller intsea

of uncoupled decentralized controllers correspadincertain decentralized feedback patterns. aghe

homotopy step, LMI constraints are used to endwrectosed-loof,, norm performance. Details on the

homotopy method for the discrete-time delay deed¢imgd control problem have been described

elsewhere (Wangt al. 2009, Wang 2009).

3. SHAKE-TABLE EXPERIMENTSWITH A SIX-STORY LABORATORY STRUCTURE

To study the performance of the decentralizédstructural control architecture with a wirelesedback

control system, shake table experiments on a siystcaled structure were conducted at the National
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Center for Research on Earthquake Engineering (NE)R Taipei, Taiwan. This section describes the

wireless feedback control system, experimentalpsetontrol formulation, and test results.

3.1. Experimental Setup for Decentralized Wir €less Feedback Control

A laboratory six-story steel frame structure, instented with RD-1005-3 magnetorheological (MR)
dampers manufactured by Lord Corporation, is desigand constructed by researchers at NCREE (see
Figure 2a). The structure is mounted on a 5m xsba#DOF shake table, which can generate ground
excitations with frequencies spanning from 0.1H5@z. For this study, only longitudinal excitatso

are used. Accelerometers, velocity meters, anehatirvariable displacement transducers (LVDT) are
instrumented on the shake table and on every ftooreasure the dynamic responses of the struciure.
sensors are interfaced to a high-precision cald¢al acquisition (DAQ) system at the NCREE facilttye

cabled DAQ system is set to operate with a sampéiteyof 200 Hz.

For wireless sensing and control, the prototypeabarwireless unit (Swartet al. 2005, Swartz and
Lynch 2009) developed at the University of Michigaremployed. As shown in Figure 3, each Narada
unit consists of four functional modules: compuwaél core, sensor signal digitization, wireless
communication, and control signal generation. Thenputational core is a low-power 8-bit Atmel
ATmegal28 microcontroller. An external Static RamdAccess Memory (SRAM) of 128kB is integrated
with the computational core to extend data stoageto facilitate data interrogation. The sensgmed
digitization module, which mainly consists of thexas Instrument 16-bit A/D converter ADS8341,
converts analog sensor signals into digital ddtg. to four analog sensors can be connected with eac
Narada unit. Sensor data is transferred to the égah28 microcontroller through a high-speed Serial
Peripheral Interface (SPI) port. Application pragsaare embedded and executed by the microcontroller
Analog signals as control commands are sent tatstial control devices through the Texas Instrusent
D/A converter DAC7612. Up to two structural comtdevices can be commanded by one Narada unit.
The wireless unit communicates with other unitsaocomputer server through the Chipcon CC2420

wireless modem. Onboard communication between @@2420 modem and the ATmegal28
13



microcontroller is also through the SPI port. RMite Chipcon CC2420 wireless modem incorporated in
the Narada units, the transmission of a 10-byt&kgtatakes only about 1.5~2 ms. Low-latency wirgles
transmission is particularly beneficial for feedbastructural control applications, because low

communication latency leads to high sampling freqyeand low feedback delay.

The basic configuration of the wireless sensing aodtrol system for the 6-story structure is
schematically shown in Figure 2(b). A total of diarada wireless units are installed in accordavite
the deployment strategy. In the experiments, étatada wireless unit collects velocity data atoitan
floor as well as the floor above from the Tokyo &sin VSE15-D velocity meters that provide absolute
velocity measurements. The sensitivity of the egyometer is 10V/(m/s) with a measurement limit-df
m/s. A remote data and command server with a @gsetransceiver is also included for initiatinghetest

run, and for retrieving test data from the six W@ss units.

In addition to collecting and transmitting the \@tg data, each wireless unit sends command sigriale

MR damper that it is connected to. The damperamh éloor is connected to the upper floor througha
brace (Figure 2a). Each damper can provide a marirdamping force over 2kN. The damping
properties can be changed by the command voltagels{ranging from 0 to 0.8V) through an input
current source, which determines the electric ciroé the electromagnetic coil in the MR dampeheT
current then generates a variable magnetic fietdd sets the viscous damping properties of the MR
damper. Calibration tests are first conductedhenMR dampers before mounting them onto the strectu
and a modified Bouc-Wen force-displacement moddkigeloped for the damper (L&t al. 2008). In the
feedback control tests, the hysteresis model paem&or the MR dampers are an integral elememhef

control procedure embedded in the wireless unitsdfculating command voltages for the dampers.

3.2. Formulation for the Controller Design

For the experimental setup, the velocity differenibbetween every two neighboring floors are obtained

the wireless units as the sensor measuremejikdsin Eqn (1):
14



m=[¢, G- - G -G (19)

With the state vector defined in Egn (2), the asded measurement matrices are chosen as:

[ ] ( ) 1 ifj=12

C. nxni,j =-1ifj=2-2 (20a)
2 0 otherwise

F,=0 (20b)

D, =0 (20c)

When formulating thé+., controllers, inter-story drifts are consideredtss major controlling factors for

minimizing the dynamic responses. Accordingly, dhigput matrices are defined as:

c V300 ifi=2-1
C, :[o % } where[C, | (i,j)=1-+/300 ifj=2- ¢ (21a)
x2n T onen 0 otherwis:
F,=0 (21b)
D, =[?nxn}x10‘4-5 (21¢)

The assignments foE,, F,, andD, result in an output vectak] DJR*™ whose 2-norm is a quadratic

function of the inter-story drifts and the contfoices:

J2[]I; =]
=300§1:(q‘ [K] —qi_l[k])2 + 109izzllui2[k]

C,xs[K]+ Dzu[k]”z
(22a)
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Whereq[K] represents ground displacement, gifill] (i = 1 ... n) represents floor displacement relative to

the ground (which means that[k] -q_,[k] for i = 2 ... n represents inter-story driftyi[k] represents
control force provided by control device betweerrgwwo neighboring floors. Th&{_  controller design
aims to minimize the closed-lodh,, -norm, which is defined as the system norm fromektation input

to the outpui]k]. The relative balancing between the structugappnse and the control effort is reflected
by the magnitude of the output matricE€s,andD,. If higher attenuation of structural responsedsded,
larger magnitude should be assignedQp on the contrary, if less control effort is avaike, larger

magnitude should be assignedp

Four decentralized/centralized feedback controhitgctures are adopted in the control experiments
(Figure 4). The degrees of centralization (DC) different architectures reflect the different
communication network configurations, with each elMss channel representing one communication
subnet. The wireless units assigned to a subeedlinwed to access the wireless sensor data wittliain
subnet. As an example, for case DC2, each wireleasnel covers only two stories and a total oéehr
wireless channels (subnets) are in operation. ckee DC1, each wireless unit only utilizes the cigjo
difference between two neighboring floors for cohtdecisions; therefore, no wireless transmissmn i
required. For case DC4, one wireless channel @liia shared by all six wireless units, which is

equivalent to a centralized feedback pattern.

Consider the decentralized case DC2 as an exartiplee uncoupled decentralized controllers are
designed using the homotopy method (Waetgal. 2009, Wang 2009). The dimensions of the three
decentralized controllers are summarized in Tabl&fecifically, the two input variables to decatized
controllerG, correspond to two inter-story velocitieg,—v, andv, —v,, while the two input variables for
Gy, correspond tov,-v, andv,-Vv,; and so on. For case DC2, the two output varsale the

decentralized controllgs, (u, andu,) are the desired optimal control forces for MR gansD; andD,,

respectively; the two output variables of the déedized controllerG, (u, andu,) are the desired
16



optimal control forces for MR dampeBy and D4, respectively; and so on. The total number ofesta
vectors of all three decentralized controllers, is equal to the number of state variables ofdojpen loop
systemne, which is equal to 18 according to Eqns (4) and &ollowing Eqns (9) and (10)g is evenly
distributed to each decentralized controller, @ach decentralized controller has six state vaslbbdr
case DC2. Similarly, the dimensions of the de@dizgd controllers for cases DC1, DC3 and DC4 aan b

obtained as shown in Table 1.

In the wireless control implementation, one deadizted controller in the formulation may be reatize
through multiple wireless units. Again considercage DC2 as an example, the decentralized caentroll
G, is implemented using wireless un@@s andC,, G, is implemented using wireless unifg andC,, and

so on. The computing associated with decentralizedrollerG, at every time step includes Egns. (10a)

and (10b). To allow each wireless unit keep its@opy of the state vector; , both wireless unit€;

andC, conduct the complete calculation in Eqn (10a)addition, since each wireless unit determines the
optimal control force for only one MR damper, thétuneeds to conduct calculation correspondingniy o

one row of Egn (10Db).

3.3. Communication and Timing

Figure 5 illustrates the communication sequenceselt sampling time step for four control architees.

For case DC1, each wireless unit does not needfdataother units for control decisions, therefame,
wireless transmission is required for case DCinc&ithe wireless transmission of a single data giack
takes about 1.5ms to 2ms for the Narada units,idernsg case DC2, approximately 4ms are needed at
every time step for the two wireless units in eabhnnel to transmit sensor data. For case DCtheat
2ms of each time step, wireless urilts Cs, andCs each simultaneously broadcasts its directly measur
inter-story velocity data, using three differenteléss frequency channels (subnets). Upon reggivia
data, wireless unit€,, C4;, andCs each broadcasts their inter-story data at the 4mnd,the wireless

communication ends at the 6ms. To conduct the legise communication, the ATmegal28
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microcontroller of each wireless unit only needssémd and receive data from the associated Chipcon
CC2420 modem; the modem then handles the actusntiasion of the data packets. Since the data
exchange between the microcontroller and the modeznmpleted through the fast onboard SPI (Serial
Peripheral Interface) port, the microcontrolleryospends less than 0.1ms for every sending orviecgi

action. This allows the microcontroller to be aedied for the embedded computing tasks.

Similarly, for case DC3, simultaneous wireless camioation is performed using two wireless channels,
and the wireless communication takes 6ms in tatalring at the 2ms and ending at the 8ms). Fse ca
DC4, only one wireless channel is used, and eacblesis unit broadcasts its sensor data sequentially
During the experiments, very little interferenceceng different wireless channels has been obseryeshw
multiple channels operate simultaneously. In aypeeiments, a maximum of three wireless channels
operate simultaneously (DC2). In fact, the Chipcd@2420 modem may support the simultaneous
operation of up to sixteen wireless channels. dvalig the IEEE 802.15.4 standard, these sixteen

channels are allocated within the 2.4 GHz bané, Hz steps (Chipcon 2008).

The control sampling time step for each controhéecture is determined by the wireless communicati
and required embedded computation. The computdtimocedures performed by a wireless unit include
updating the damper hysteresis model, (&tual. 2008), calculating the desired control force fog MR
damper, and determining appropriate command sifymathe damper. In this study, the computational
time constitutes the dominant part of the feedidamk delay, and the time delay is approximatedras o
sampling time stepAT (in accordance with Egn (3)). Different decenmed architectures require
different computational demand on the wireless,unktich leads to different time delays as shown in
Figure 5, i.e. 7ms for DC1, 12ms for DC2, etc. ti¢ end of the embedded computing of each sampling
time step, 1ms of cushion time is allocated to enseliability. Due to the large amount of comiiata
required by DC4 (e.g. larger matrices and vectogsravolved in the computation described by Eqraj),0

the centralized case DC4 has the longest time det@ysampling time step) of 47ms.
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3.4. Performance of Wireess Decentralized H.. Feedback Control

The 1940 El Centro NS (Imperial Valley Irrigatiorisibict Station) earthquake excitation with the lpea
ground acceleration (PGA) scaled to 1ivi&s employed in this study. Figure 6 shows theristery

velocity data,v, —V,, which is collected by three wireless units duringhake table test for decentralized

control case DC3. The figure also plots the samia dollected by the baseline cabled DAQ system.
During the test, the inter-story velocity is mea&slby wireless uniC, at every sampling time step, and
then immediately broadcasted to uriitsandCg that share the same wireless channel (subnetger e
test, the inter-story velocity histories storiedalh three units were transmitted to a computerl&oer
analysis. Close agreement among the four datairs&ligure 6 demonstrates the reliability of raaie

sensing feedback through simultaneous communicasgorg multiple wireless channels (subnets).

Again considering the experimental test for case @€ an example, Figure 7 plots the desired fasce
(for damperD,) during the earthquake excitation. The forcedmisfrom wireless uniC, is calculated
onboard by the ATmegal28 microcontroller, as aizatibn to the decentralized controll&;, for the
DC3 case shown in Figure 4. After the test ruhsehsor data are collected on a computer and &aMat
program is written to re-enact the online computingt occurred in wireless unt;. The close match
between these two data sets reveals the high agcaehieved by the embedded real-time control

software.

At every control sampling time step, after the deicontrol force for MR dampdd, is calculated by
wireless unitC,4, the unit immediately evaluates the current hysierstatus of the MR damper. The
wireless unit then issues a damper command voliadbat the damper delivers a control force asechss
possible to the desired force. Figure 8 plots thmmger command voltage computed online by wireless
unit C,4, as well as the actual command voltage delivesedbimpelD, and measured by the cabled DAQ
system. For clarity, the figure is zoomed in toteeconds during the test run for case DC3. Close
agreement between these two sets of voltages ewazk The results show that after determiningpm
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command voltage, the control signal generation rfedtiunitC, is capable of generating and delivering

the signal to the MR dampéx;.

Besides the experiments, numerical simulationscanglucted for different control architectures using
scaled El Centro ground excitation. Figure 9(a)wshthe simulated peak inter-story drifts for diffet
control architectures during the ground excitatias, well as the simulated peak drifts of two passiv
control cases, where the damper command voltagefixad to the maximum (0.8V) and minimum (0V)
values, respectively. Among all the passive aredli@ack control cases, the simulation results indittzat
feedback control case DC3 achieves the most unifoeak inter-story drifts among the six stories. In
addition, the three decentralized feedback comtaskes (DC1, DC2, and DC3) generally outperform the

centralized case DC4 and the passive cases, is tdrachieving uniformly less peak drifts.

Figure 9(b) presents the experimental peak intawysdrifts for the two passive and four feedbacktoal

cases. Although the experimental peak drift valressomewhat different from the simulated valties,

results are of reasonable agreement. Figure 9yshiuring the experiments, tfé, control through

real-time wireless sensing feedback can achievierbperformance than the passive control cases (wit
damper command voltages set to 0.8V or 0V). Fa skt of experiments, the centralized case DC4
achieves slightly better control performance tham decentralized case DC3, which is different fibm
simulated results. Such slight difference couldlwe attributed to the structure and damper model
uncertainties, which could have adverse effecthdoexperimental control performance and need éurth
investigations. More importantly, both the simidas and experiments demonstrate that decentralized

wireless feedback control can outperform passiverobin terms of reducing peak inter-story drifts.

In addition to peak inter-story drifts, Figure 1€egents the root-of-mean-square (RMS) values of the
inter-story drifts to reflect the control perfornm@nover the complete time history. The RMS drifts

demonstrate similar trend as the peak drifts showFigure 9. As compared with passive control sase
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the feedback control architectures can achievectamuto inter-story drifts over the complete tilmstory.
Furthermore, both simulation and experimental teseveal that for decentralized control, it is arant

to balance between minimizing time delays and tredlability of sensor measurement data for control
decisions. On the one hand, having more sensar akilable can be beneficial for making more
informed control decisions; on the other hand, rdguirement for more sensor data may cause longer

computation and communication latency that is diaathgeous for control performance.

4. SUMMARY AND DISCUSSION

This paper presents an experimental study for a-tielayed decentralized.. structural control design

using homotopic transformation through linear maimiequalities. Real-time feedback time delay, chhi
may include communication or computing delay, ipeesally considered in the control formulation.
Simultaneous wireless communication within multiplegireless subnets has been successfully
implemented for the decentralized feedback contfoh six-story scaled structure instrumented with

magnetorheological dampers. Both simulation aqkgmental results demonstrate that the decenddhliz

‘H.. structural control approach using wireless sensing embedded computing are viable and can

outperform passive controls. The results alsctitate that to achieve optimal control performaribe,
minimization of feedback time delays needs to befaily balanced against the availability of sensor

measurement data.

For the decentralized control approaches adoptéisnstudy, current implementation of wirelesssaen
data feedback does not allow communication betvadifggrent subnets. Future investigation may exglor
implementation that allows inter-subnet communaatio achieve information overlapping between
multiple control groups. Such overlapping is expdcto improve control performance by increasing
sensor data availability. In addition, the feedbtime delay in the current wireless control systism
mostly caused by the floating-point number operaiaising the 8-bit ATmegal28 microcontroller.

Future investigation may adopt faster embeddedweelthat can minimize computational time delay.
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Figure 9. Peak inter-story drifts for El Centro gna excitation with PGA scaled to 1fh/s
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Figure 10. RMS inter-story drifts for EI Centro gral excitation with PGA scaled to 1f{sote that the
horizontal scales are different from these in Fégaly.
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Table 1 Dimensions of the decentralized dynamidradiers for four control architectures.

DC1 DC2 DC3 |DC4

GI GII GIII GIV GV GVI GI GII GIII GI GII GI
Number of Input Variableg 1 1 1 1 1 1) 2 2 2 3 3 g
Number of State Variables 3 3 3 3 3 3 6 6 6 9 |9 (218
Number of Output Variablgsl 1 1 1 1 1| 2 2 2 3 3 g




