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Abstract: The goals for ULH mesh network design should laemeoptimization of the whole network and
preparation for the future growth. We propose gpreach that designs each ROADM-to-ROADM section
independently with minimized OSNR penalty.
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1. Introduction

As dense-wavelength-division-multiplexing (DWDMaisport technology evolves from opaque long-hal) (L
point-to-point systems to transparent ultra-longtfdLH) mesh systems, link-engineering designhef optical
network becomes a challenging problem. The nera@sparent optical networks are different fromtthditional
opaque optical networks [1-3]. In an opaque LHvoek, a DWDM section is bounded by two end termsn@&Ts).
A circuit is terminated at both ETs with opticadrisponders (OTs). If a circuit must go beyond al@M\section, it
will be regenerated using back-to-back OTs or regears and manually cross-connected to other élvections.
That is, each DWDM section is optically isolatedrrthe rest of the network. Therefore, each DWRktisn can be
designed independently for cost optimization.

This design methodology of cost optimization afiindual sections cannot be applied to the nevargparent
ULH mesh network where a DWDM section is boundedviny reconfigurable optical add/drop multiplexers
(ROADMSs). A circuit does not necessarily terminat@ne or both ROADMs with OTs. It may expreds iother
DWDM sections via wavelength selective switches @&Swithout OTs. That is, a transparent DWDM secis
optically connected to the rest of the networkerEfiore, when designing a DWDM section or a coibecof DWDM
sections (a subnet), one must consider the rébeadxisting network and all the possible dirediohfuture growth.
A cost optimized design for an individual sectioaymot be optimal for the whole network and for firtire.

As the cost of OTs becomes more and more dominarwer DWDM technologies, it is increasingly imiamt
to avoid back-to-back OTs or regenerators. Theegfane should design a transparent mesh networkedch
optimization of the whole future network. Howewehen designing a DWDM section or a subnet, infdiomeabout
the rest of the network usually is uncertain oryeitavailable.

A network transport equipment supplier usually jdeg a design tool for link-engineering a netwoitwits
product. A carrier relies on the supplier’s dedigwl to design and build its own network with teehnology,
because only the supplier has the best knowledgepzbilities and limitations of its products. 3 especially true
for the modern transparent DWDM technologies, sme@y of their transmission characteristics arestartdardized
and are supplier proprietary. Although developimglink-engineering tool is the supplier’'s respbitisy, the
supplier has limited knowledge of the carrier'swaat and may not fully understand the network degjgals. This
paper is focused on defining the design goals®tabl from a carrier’s prospect. We first discthss challenges of
the design tool for transparent mesh networks,thed propose a methodology to overcome those clyste

2. Challengesin Transparent Optical M esh Network Design

A network planning tool from a supplier typicallagts with the input of a matrix of forecasted fimflemands.
The tool then produces an optimal network desigh shpports all the forecasted demands at thedeastt This
theoretical green-field approach is hardly usefuhie real world. A carrier usually already ha®aisting network of
various technologies. Building new DWDM sectiosigliiven by capacity exhaustion. The choiceshaffroutes are
usually limited. A traffic forecast may exist, litiis not reliable and keeps changing [4]. Fumhere, a nationwide
traffic forecast is not useful in predicting theffic load on the DWDM sections being planed, sitieere are many
ways to route the traffic across a mesh network.

In the real world, a design tool usually handlesjgut after project, driven by capacity exhaustidhe tool starts
with an input file of the fiber map of a projedihe fiber map defines a set of add/drop sites reqROADM sites),
the junction sites of the fiber segments connedtinge add/drop sites, and the properties of eaehgegment. The
fiber properties include the fiber length, fibepéyand vintage, chromatic dispersion, polarizatmue dispersion
(PMD), optical return loss (ORL), etc. The junctisites of the fiber segments can be assignetastfirough sites,
in-line amplifier (ILA) sites, dynamic gain equalizon (DGE) sites, regeneration sites, additior@NRM sites, etc.
The detailed site types are technology dependéstially a regeneration site and a ROADM are ofstme
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configuration, and a DGE site can be upgradedROADM without service interruption. The assignmehthe
junction sites to various site types may be flexibt with restrictions and preferences. For exapgime sites are
limited to fiber-through due to lack of power anhse. Some sites are preferred regenerationditeso the
availability of space/power and the potential fatufe traffic add/drop.

The fiber map of a project defines a subnet with onseveral DWDM sections in a linear or mesh igométion.
The subnet is optically connected to the existiatywork of the same technology and must be pregaregtowth in
all directions, including adding new branches framy ROADM site. How to design such a subnet witltmmplete
knowledge of the rest of the network is the foctighis paper.

Consider a trivial example first. The reach of\DM technology depends on the distribution of sjgangths or
span losses. (A span is referred to as the fiben between adjacent ILA or ROADM sites. It maysishof several
fiber segments.) The optimal span loss for theimam reach is technology dependent. A technolayally can
support larger span losses with the trade-off dfiction in reach. Let's suppose that a certainrtelogy can reach 20
spans of 20 dB (20x20dB), but reach only one spai®aB (1x40dB). For a fiber with a loss coeféint of 0.25
dB/km, it correspondso a reach of 1600 km for 80-km spans, but a readi60 km only for 160-km spans. Now
assume we are given a project of a single DWDMigedtom A to B with two fiber segments of 80 kmda20 dB
each. Without knowing the rest of the networksaaitional design tool with the goal of cost optzation would
recommend to “fiber-through” the junction of theotfiber segments and to create a long 40 dB spa6@km. This
design would be very correct for the given projétte AB section never grows. However, once tlis®ction
grows in any direction, any circuit beyond AB wouédjuire regeneration, a very expensive operatibith the
future in mind, one would abandon the short-terst optimization goal and invest in an ILA at thedpoint of AB.
In this way, a circuit could go another 1440 kmdoay AB without regeneration. The challenge hetbkasthe user of
the design tool usually does not have completaiindétion on future projects. How can the tool desigsubnet of a
given project and make sure that it is optimizetttie unknown future network?

3. Reach Optimization Design for Individual Sections

A wavelength is transmitted through an ULH meshwoek section by section, accumulating optical sigrmase
ratio (OSNR) penalty along the path. When the dated OSNR penalty reaches the allowed OSNR budget,
regeneration is required. Note that, the OSNR Itiesaare cumulative but not added up linearlyr &mample, the
PMD penalty is cumulative as the root of the surthefsquares (RSS). Nevertheless, reducing theRQ&Malty of
a section always results in a reduction of thed ©&NR penalty along the path. In other wordsetdize the goal of
reach optimization of the whole mesh network, westhaesign each section with a minimum OSNR penvailtiyin
the section itself. Then the network design pnobie reduced to optimal design of each ROADM-to-RIDA
section with the goal of the minimum OSNR penaltthim the section.

Within a ROADM-to-ROADM section, there are a finitember of fiber segments and their associatedipmc
sites. The task of link-engineering design isgssig each junction site to the appropriate sipetyThere are finite
types of sites for a DWDM technology, such as fitteough, ILA, DGE, regeneration, and ROADM sitdka
ROADM-to-ROADM section defined in the original fibemap of the project is longer than the maximuncineaf the
technology, regeneration sites are required argktBites can also serve as ROADM sites for addfdadiic. Since
a regeneration site must regenerate every expragslength and support potential add/drop traffie, gite must
allocate enough space and power for all the furaresponders. If there are several junction $fitascan serve as the
regeneration site to fulfill the transmission raquients, the designer should ask the project matagesign one of
the potential regeneration sites as the additiR@ADM site. The project manager probably wantpitk a larger
office site that has enough space and power andneey add/drop traffic in the future.

Once the fiber map is modified with the additioR&ADM sites, the fiber junctions within each sent@an only
be assigned as fiber-through, ILA, or DGE siteberE are a finite number of ways for link-enginegrilesign of a
section. A simple approach is exhaustive seaFitst find all the possible combinations when evjenction site is
assigned to every possible site type. (For exaniftieere are 3 junction sites and 3 site typlkerd¢ are 3x3x3=27
ways of combinations or designs.) Then calculaeQSNR penalty for each combination and idenkigy t
minimum-penalty combination as the best designre#tity, we usually have some simple rules to cedhe search
space and need to consider only a small numbeossilple designs. For example, some technologies $ienple
rules for DGE assignment. Transmission enginektiseosupplier may have more sophisticated waygitokly
identify the design that minimizes the OSNR penalithin each section.

! This example is simplified for illustration onlyn a real link-engineering design, the designesteonsider
additional margins, such as maintenance, aging-iffice losses, etc.
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4. Discussions

As mentioned earlier, the cost of the transponidesecoming increasingly dominant in the newer DWDM
technologies. The cost of common equipment, irnomdptical amplifiers, mux/demux, and WSS, is hear
independent of the transmission speed of the wagtle (This is the beauty of optical transporigtually, the cost
of common equipment decreases as the technologygsses. On the other hand, the cost of the toalgps
increases almost linearly with the speed of wawgtten (A carrier usually starts to deploy a higbpeed technology
when the cost per bit is 75% lower than the previone, e.g., when a 10G transponder costs lesshfe2.5G
transponders or a 40G transponder costs lesstihee 10G transponders.) In the 2.5G/10G era, alR®Aegree
may cost more than 10 transponders. Howevergid@/100G era, the cost of a ROADM degree may Hedpw
that of a single transponder. The cost of comnepripgment may account for only a few percent ofttital system
cost at full load. Therefore, itis very importamtavoid regeneration as much as possible andnids® network with
reach optimization.

Nevertheless, we should not overdesign a netwokkwthe return in OSNR improvement is diminishirgnr
example, suppose a technology supports both 30xa2dBL5x24dB configurations. Even if the 30x12aBign
exhibits a marginally better OSNR, we may prefer1bx24dB design to save the cost of 15 ILAs. y&besnatically
avoid this type of overdesign, we propose addingféattive OSNR penalty that represents the cosbofmon
equipment to the total OSNR penalty of the sectibhe conversion factor from the cost of commonigaent to the
effective OSNR penalty shall be in the order of dBeper million dollars. For example, the carmeay not want to
invest an additional $100K in a section if the imy@ment of OSNR penalty in the section is less thardB. The
exact conversion factor shall depend on the dethilse DWDM technology and the infrastructure lué tarrier’s
network.

Another scenario that one may want to avoid isding a long DWDM section that is a significant pontof the
maximum reach. For example, consider a projed¢t WIROADMSs at A, B, C and D, in a linear chain witb00 km
spacing, and the system reach is 1500 km. Degigha3 sections, AB, BC, and CD, individually wdbulot require
any regeneration sites. However, when we routagelgngth from A to D, it must be regenerated twicB and C. If
we had put a regeneration site, i.e., an additiB@ADM, at the middle of BC, then a wavelength frérto D would
only require regeneration once. In view that tbstof a transponder is comparable or less tharofteROADM
degree, it is certainly cost effective to add a RIDAat the middle of BC to the design. That iseafiesigning the
DWDM sections individually for a project, one shdeixamine all possible ROADM-to-ROADM paths, indhglthe
paths connecting to the ROADMs in the existing rogkyto see if adding ROADMSs in long sections wordduce the
number of regenerations of possible paths.

Preparing for the unknown future is more difficult the above example, if only the BC sectionii®g in the
current project without knowing about the AB and €&ztions, how can one know that it is beneficaddd a
ROADM at the middle of BC? We propose a rule afrib that, if a section length is 1/2 to 2/3 of thach, one
should check if there exists an upgradable DGEiwite section or if an additional ROADM shoulddrded at a
middle point. Such long DWDM sections are not emtered frequently in modern ULH systems wheresifstem
reach usually much exceeds the typical ROADM spacMote that it is acceptable if the length of\ DM section
already approaches the reach limit, since transgrsrare needed at both ends anyway.

5. Conclusion

Link-engineering design of new sections in a transpt ULH mesh network is different from the desigan opaque
LH network. Since transponders are the dominasit @bthe total system, the design goal shouldebeh
optimization of the whole network and preparationdny future growth. In this paper, we propos@pproach that
first designs each ROADM-to-ROADM section indepemttieto minimize the OSNR penalty in each sectidinen
we examine the whole network to see if adding ROA8IMds to long sections would be beneficial foruadg the
number of regenerations in all possible paths.
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