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Abstract: We have developed a methodology for sizing optiedvork node transponder pools to
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1. Introduction

The DARPA CORONET program [1] has laid out a visfona highly dynamic, Wavelength Division Multipieg
(WDM) optical networking environment for providir@n-demand wavelength services. A major challéage
provide wavelength service connections using as demversions between the electrical and optical ainmas
possible. The transponder (TxRX) is the elemed¢aice that converts signals between the electendl optical
domains. At the edge of a long-haul WDM opticatwerk, Add/Drop ports are used to convert cliemgnsils
between the electrical domain and the WDM opticahdin. For each client signal this Add/Drop fuontis done
with a single transponder. The transmitter (Tx)pman incoming electrical signal to a desired ouagdVDM
wavelength X); and the receiver (Rx) maps the WDMoptical signal to an electrical signal. In the RONET
environment the transponders are tunable, so @ankpionder can be used to map signals betweeretigial
domain and any of the allowed WDM wavelengths (DRONET there are 100 wavelengths per fiber).

In addition to the Add/Drop functionality, thereeatwo other uses for the transponder in an optiealork.
One is to do wavelength conversion, and the otkefor regeneration (correcting for loss and impainin
accumulation). Both regeneration and wavelengtiversion are accomplished with two back-to-backdp@nders
(electrical-to-electrical connection for both ditieas: Rx— Tx, TXx « RX).

Transponders are by far the largest cost compoineat WDM Optical Network, and thus it is essental
minimize their use as much as possible. Netwdrkisdre designed to maximize all-optical switchamgl minimize
transponders are called translucent networks. mbst efficient way to provide transponders in anghacent
network is to have shared pools of transponderstrategically selected nodes in the network [2]y "Bhared
transponder pools" we mean the optical switchescandigured so that every deployed transpondehénswitch
can be used for any Add/Drop, wavelength conversioregeneration functionality (e.g., see Fig. 12). Thus, in
a translucent network, a key network design prolkdetermining at which switching nodes to lodaéasponder
pools, and sizing the transponder pools to meébtmtking requirements.

This paper is concerned with the problem of siziagsponder pools to meet call blocking requiresiemce it
has been determined where to locate the transpqmuEs. In the CORONET network, there are 100 sode
globally, and 40 of those nodes support WaveleSgtvice (WS) Add/Drop. Those 40 WS Add/Drop noldgs
definition must have TxRx pools for Add/Drop, artketefore those TxRx pools are also used and siaed f
providing wavelength conversion and regeneratiowctionality. In a separate study (not discusseae)nd 3 other
nodes were identified to support TXRx pools fot juavelength conversion and regeneration functignal

There are a number of previous studies that addhesproblem of locating and sizing transponderlpdor
translucent networks (e.g., see-42 and their references). However, those contidmst develop methods that are
only applicable for small networks and placing dmambers of transponders (e.g., less than 10yahade). The
CORONET program defines four network scenarios tiaae nominal wavelength service loads ranging féota
25 Tb/s, fibers carrying 100 wavelengths, and wavgith bandwidths of 40 and 100 Gb/s. The previoethods
for placing and sizing transponder pools are basednethods that cannot handle these carrier netwoakes
requiring on the order of 40-50 transponders pelerand 2-3 thousand transponders network wide.

2. Transponder Pool Sizing M ethodology

The input to the transponder pool sizing processasetwork topology (nodes, links, and fiber-pdlt or 2} on
each link), the wavelength service traffic inteysitatrix between the 40 wavelength service nodaselength
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service call properties (proportion of calls reingrl, 2, 4 or 8s; call holding time distributions), and the nodes
addition to the 40 wavelength service nodes thauaed to
support transponder pools (identified by other istsid
Wavelength service call simulations are run withlimited" i
(e.g., 1000) TxRx in each transponder pool. Fehea
transponder pool, samples are periodically takethef
number of TxRx in use. The samples are separatath b
interval of around 30 minutes simulated time torgeisonably
independent samples.

The result of the above simulation and transpopdet
sampling process is to obtain histograms for eegisponder
pool. The basic question we explored is whetheretls a
predictable probability distribution for each tranader pool 5 T N
that can be used to size the pool for a desireckhig Figure 1 Chi-Squared Distribution
probability. It turns out that each TxRx pool dasdeed have a predictable distribution. We fothrat all of the
distributions are members of the Chi-Squarngd) family. The Chi-Squared distribution familydasone parameter
family having distribution function illustrated Figure 1. The parametkiis a positive integer, called the degrees
of freedom. Different transponder pools can, amgh@wve differenk” degrees of freedom.

In order for this to be a predictable and religtiecess, it is necessary that for a given netwapblbgy and
traffic intensity matrix, thex? degrees of freedom for each transponder pool dmithe same (or withitil) for
different simulation seeds. In the results diseddselow, we found this to be the case. Therefaeing known,
stablex? distributions for the histogram data, we sizecheBxRx pool so the tail area of i distribution to the
right of the pool size would equal a desired TxBbated blocking probability. As discussed beldwe predicted
blocking probabilities closely matched simulatialues. It is important to note, however, thatttiiearea of &>
distribution beyond some value (or beyond some rermobstandard deviations) varies measurably witiq3
degrees of freedom, so it is critically importamiccurately identify thg? degrees of freedom for each TxRx pool.
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3. Statistical Analysis of TxRx Pool Histogram Data

Figure 2 illustrates the type of statistical anialybat was done to validate that a TxRx pool ljsin has °
distribution and determine its degrees of freeddife used the NIST Dataplot statistical softwaref@]the
analysis. The left box in Figure 2 shows the fgstion for Atlanta, which supports WS add/drop. Tiddle box
shows a Probability Plot Correlation CoefficienP@C) Plot assuming the distribution is Chi-SquarB&CC plots
show for different values of a distribution fam#lydarameter value how well that distribution fiterfelates with)
the assumed distribution. This plot is used td fime best candidate (maximum correlation) forghdegrees of
freedom. Then, to evaluate how well that distitrudoes fit, we use the Probability Plot, showthia right box,
assuming the distribution j& with the previously determined degrees of freeddine Probability Plot essentially
plots the cumulative distribution of the histogrander test (vertical axis) against the cumulatiigtrithution of the
assumed distribution (horizontal axis). If
the plot is linear, the histogram under tes
fits the assumed distribution. Deviations =+ [ Maximum Correlation .
from linearity indicate deviations from the [l ] /

This node supports wavelength service Add/Drop

assumed distribution. The slope gives th ™’ ]| Seaive
scaling and the intercept gives the el ik ™ /

translation that must be applied to the ] ol || 0]
assumed standard distribution foritto Wl ]
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In order to test the methodology described Plot fork=5

above for sizing TxRx pools, we used the

simulation capabilities developed by the CORONEiéfed

PARAGON (Protocols, and Architectures for Resiljent Figure2 Dataplot Statistical Analysis of TxRx
Agile, Global, Optical Networks) project. The CORBT Pool Histogram
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optical network consists of 100 nodes and 136 liMBORONET defines four network bandwidth scenafwaith
20, 40, 50 and 100 Th/s of total network traffeespectively). In this study, we considered Scesatiand 2 (20 &
40 Gbps). In Scenario 1 there is one fiber paifipk, and 11 links were augmented with an addgidfiber pair.
In Scenario 2, there are two fiber pairs per larkd 2 links were augmented with an additional fitezr.

For each scenario we ran 5 simulations for TxRX p@ing and 5 for blocking, using a different sédedeach
simulation, and each simulation covered 2 weelsnfilated time. Two wavelength service classesidat® the
call blocking. One has a maximum holding time ¢*
1 minute and the other has an average holding tin WS Node Chi-Squared Degrees of Freedom
of about 3 hours. Thus, 2 weeks of simulated tim
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gives a significant turnover of calls. Wavelength £ o _

service calls can be for 1, 2, 4 oh8 The B 40 I .

nominal amount of bandwidth used by wavelength & T 1N 7| |—=—scenario 2
services is 25% of the total network bandwidth (5| & | /\/\ /\ }J V& 7[ \ /\ / —e— Scenario 1
Th/s for Scenario 1, 10 Th/s for Scenario 2). ¥ort %’, 1 ,'}\ L Na A ]\ e 12

percent of that bandwidth is consumed by siagle | © MMM

calls, and 20% each is consumed by 2, 4, ahd 8 1 4 7 10 13 16 19 22 25 28 31 34 37

calls. From that data it can be determined that Node

there are on average 1.X4 per call.

To size the TxRx pools for each scenario, we Figure 3 Node x2 Degrees of Freedom for Scenarios 1 and 2
combined the samples from 5 simulations (seeds)
for each node supporting a TxRx pool, and analyede sample histograms as described above. Weedhbat
all those nodes hady@distribution, with a significant range in the deggsef freedom. Figure 3 shows the degrees
of freedom obtained for the nodes supporting WS/Bdab. There is a significant change for mosthef hodes
when going from Scenario 1 to Scenario 2, showlirag traffic intensity and topology changes (humtifefiber
pairs on links) can significantly change t{fedegrees of freedom at a node, but not the fatttieadistribution i
For Scenario 1, all the nodes with TxRx pools npp®rting WS Add/Drop have? degrees of freedom equal to 1.
For Scenario 2 all but 3 nodes have degrees addmezqual to 1; for the other three it is 2.

We sized the TxRx pools using a*l@il area on thg?distributions, an approximation for achieving“IDxRx
blocking probability. As discussed above, theea@r average 1.74s per call, and from simulations we
determined that for both Scenarios 1 and 2 ther@araverage of 3.2 TxRx used peronnection (2 for Add/Drop
and 1.2 for regeneration drconversion). Thus, there are on average 5.5%132) TxRx per call, and a 0
blocking probability for transponders would imphs&7x10* transponder- related call blocking probabilityo T
determine the TxRx related call blocking from sigatidn, we ran simulations to get call blocking wtlieare are no
TxRx limits (1000/node) and simulations with theRkpool sizes described above. The differencbase
blocking results gives the TxRx related call blawki For Scenario 1 this resulted in a 5.74%T8Rx blocking
ratio, and for Scenario 2 it was 3.23¥10These are relatively close to the expected vallie57x10"

5. Conclusions

We have developed a methodology for sizing TxRHdpootranslucent optical networks that is applieaio
realistic carrier scale networks. The methodologgs well defined simulations using data that aerawvould have
available as part of their capacity planning preceEhe statistical analyses required could beraated, but we
have not explored that aspect. An intriguing gioess why all the TxRx pool histograms fi@distribution.
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