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Abstract: Concurrent RWA algorithm for differentiated sendcéo process multiple LSP
bundles at PCE is proposed. Significant blockingbpbility reduction has been observed at the
expense of slightly increased LSP setup-time coatpay a sequential approach.
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1. Introduction

Path computation in optical networks can be quiteglex and may be subject to multiple constrainthsas
wavelength continuity, physical impairments, andSQequirements (e.g., delay, bandwidth, and lodahicang).
Typically, in a GMPLS-based network, path compuwtais performed at ingress nodes in a distributadmar to
enhance network scalabilitRecently an alternative approach has emerged, vehBeth Computation Element
(PCE) [1] serves as a central entity specializesbiming complex, multi-constrained Label Switcheath (LSP)
computation requests. This approach is particulasiful when some nodes in the network do not baveequired
processing power for distributed path computatiperations. The PCE concept was validated in anrgrpatal
network [2,3], where the performance of the patimguotation procedure was evaluated in both singteranlti-
area networks. Performance was then compared witimeentional, GMPLS-based, distributed path coupar
approach. Results demonstrated both efficient resautilization and good network scalability of tAREE-based
approach.

In the PCE paradigm, communication between a nadeaePCE is specified by the Path Computation El¢me
communication Protocol (PCEP) [4]. The PCEP protdedines communication semantics between the Path
Computation Client (PCC) and the PCE (or multip@=8), using PCReq and PCRep messages to send LSP
requests/responses from a PCC to a PCE and vise-\lera single PCReq message several LSP reqaesbe
bundled together before being sent to the PCE. In a simitsy several path computation responses can baidmin
in a single PCRep message in the opposite direcTiois bundling feature can be exploited to achigaificant
improvements in terms of overall network performaimcluding the concurrent optimization of a lasge of LSP
requests with the consequent reduction of botméteork blocking probability and the overall coritptane
overhead. However, in this process there is a ¢fdevolved in terms of connection setup delay. iAitial
assessment of this tradeoff is made in [5]. Prascams associated with the bundling approach arbest in more
detail in [6], where the concurrent optimizationatifthe LSP requests bundled isiagle PCReq message (i.e.,
originating at the same ingress node) is enabl¢ited® CE.

In this paper the approach proposed in [6] is ed¢erto concurrently process LSP requests belortginuiltiple
PCReqg message. The rationale behind the idedustteer reduce the network blocking probabilitydiowing the
concurrent optimization of LSP requests originatimglifferent ingress nodes of the network. Fog teason an
additional threshold (i.e., PCReq message couisteigfined at the PCE. This threshold, referredsto
BundleThrsh#, allows for collecting a certain number of PCReggsages (and consequently bundles of LSP
requests) before being concurrently processeced®@E. Furthermore, a differentiated service tadfivironment
is assumed where a specified percentage of tHfetaafiving in the network requires dedicated, rgltband no-
protection respectively.

Simulation results, with LSP requests requiringidatgd, shared and no (path) protection, showithat
choosing an appropriate value of BundleThralig possible to significantly reduce blocking patility at the
expense of a slightly increased LSP setup-time.

2. Employing a PCReq counter at the PCE

In this study some bundled LSP requests are asstorisibothsynchronized (from a concurrent optimization point
of view) anddependent (the computation of the protection path is basedonte of the primary path), while others
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are assumed to tggnchronized only (when no-protection is required). For thiasen the SVEC (Synchronization
Vector) object is used in the PCReq messages. étimeshold based approach is used to bundle Ligfests at
each ingress node, where the PCC bundles LSP tsquessingle PCReq message after a timer expites.
approach ensures an upper bound on the waitingftintee LSP requests at each ingress node. Irtiaddat the
PCE, a counter (BundleThrsh#) is employed whicluerssthat a specific number of PCReq message®heeted
before the path computation phase starts. Wherethered number of PCReq messages is collectetl,R@Req
message is opened, and all the LSP requests ate flieel concurrent optimization algorithm. Afteetpath
computation phase is over, LSP responses are liiimleePCRep messages (based on their respectiveesnode)
and sent back with the computed path. This in hasa beneficial effect on the control plane ovadreduction,
particularly with high time-threshold values at thgress node as well as relatively high valuethef
BundleThrsh#. However, this optimization is moradificial when network traffic is highly skewed (ilarge
amount of traffic is generated by only a small nembf source nodes).

3. Simulation setup and environment

Results are computed using the POSE discrete eveeta simulator [7]. Simulation results are colegtusing the
European Optical Network Triangular Type (EON-T@palogy [8], which comprises 28 nodes and 61 lifdach
link in the network is bidirectional with one fiband 20 wavelengths for each direction. Waveleogtiversion is
not allowed, i.e., the wavelength-continuity-coastt is enforced. Two scenarios are consideretl $&t request
processing: (iequential, when all the requests in a PCReq message aregsext at the PCE in a sequential
manner (i.e., one by one) and @dncurrent, when these requests are processed in a combalatanner (i.e., a
concurrent RWA algorithm). For the sequential casges are computed using the EWLCR (Enhanced \Watgh
Least Congested Routing) algorithm [9] and wavelesigre assigned on a First-Fit basis. For thewroat case
the RWA heuristic proposed in [6] is utilized aetRCE. Arrival rate of the LSP requests followso@éson
distribution and the service time is assumed texponentially distributed. A Destination InitiatBegservation
(DIR) signaling scheme similar to RSVP-TE is emgdyor resource reservation after the path comjpughase.
Considered performance parameters are: blockingatitity, PCEP overhead and average LSP setup-fiime.
starting time, for the threshold-based timersargomly offset at each node, to avoid synchroropati

For benchmarking purposesBaseline scenario is also identified. In this scenario k8&uest bundling is not
used at all (i.e., the time threshold at each sgrede is set to zero). The estimation of the Plziiéwidth
overhead includes: TCP, IP and Ethernet overhessdinaing that the control plane is implemented &thernet.
LSP setup-time includes path computation, commticicaqueuing time and time necessary for resertlieg
computed path through the network (i.e., signafinmg). The total number of LSPs to be establiskesD,000. The
mean LSP service time is fixed at 60 s, while thival rate is assumed to be 1/150 arrivals peosé@er node
pair, which gives a total load in the network eqwaB00 Erlang. . For the generated LSP requestsonsider
differentiated reliability requirements. We assutmet on average the following protection requiretaeh0% of
requests require dedicated protection, 40% reghiaged protection and 50% do not require any ptioteat all.

4. Simulation results

Note thatBundleThrsh# is set to 1 for th€oncurrent case in Fig. 1 and. Fig. 1 shows the effect of LSP
bundling on the blocking probability as the timeetshold varies from 1 to 80 s. For @encurrent case, difference
with the Baseline scenario in terms of blocking probability is alrhosn-existent until a time-threshold value of 40
s. Blocking probability increases rapidly afterglbecause of too many LSP requests need to beatetup
approximately the same time. For tBeuential case the trend is similar but with a higher sldfig. 1 also shows
the gain in terms of control overhead reductior80%o reduction is possible when the time-threshelelgual to 40
s. LSP setup-time (Fig. 2) increases linearly i time-threshold value for both t@encurrent and the
Sequential case. The figure also shows that the gap betweetwio cases tends to widen for higher valuesef th
time-threshold. This is because more and more e§Beasts are bundled in each PCReq message (antbrized
computed concurrently at the PCE). This in turnssea the running time of the RWA heuristic to ilmse with a
detrimental effect on the queuing time of LSP resgsiat the PCE as well. It can be concluded thaeiutihe given
network scenario, employing a time threshold os4f&n result in a significant reduction in contreérhead
without a major increase in the average LSP sétup-and blocking probability. This value of the &rthreshold
(40 s) is then used to investigate the effect efBandleThrsh# at the PCE. Fig. 3 shows the vafitlesoblocking
probability and the average LSP setup-time as etifum of BundleThrsh#. Blocking probability dropsnast
linearly with increasing values of the counter, the LSP setup-time increases exponentially. $maal value of
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the BundleThrsh# is a trade-off between the blagkirobability and LSP setup-time. A value of 3 tiog
BundleThrsh# seems to be a good enough compromtbe icurrent network scenario. A plot for the PEPE
control overhead is not shown because the effeBuafileThrsh# on that parameter is negligible.
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node

and the BundleThrsh# at the PCE. It can bereéd that blocking probability is strongly cortele to

connection holding-time threshold and BundleThrshéer any specific network scenario.

5. Conclusion

In this study the possibility of concurrent proéegsof multiple PCReq messages at the PCE was eegbia order
to reduce blocking probability in a PCE based WD&twork by optimizing the utilization of network msces.
Results show that, by choosing an appropriate vatlee BundleThrsh# a significant reduction indiimg
probability can be achieved without a noticeabteease of the LSP setup-time.
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