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Abstract: A heuristic optimization framework is proposed faruting virtually-concatenated

100Gb/s Ethernet over optical transport networks wistributed differential delay compensation.
Under short computing times, reduced buffer sized lamited link capacity requirements are
obtained.
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1. Introduction

The increasing adoption of IP-based applicationg. (IDTV, file sharing) is leading to an impressitraffic
demand growth. With the goal of enlarging the aggtien network capacity, IEEE is currently devetapithe
novel 100 Gb/s Ethernet (100-GbE) interface. Ferdbre segment, ITU-T is also proposing a new aigibntainer
for encapsulation of 100-GbE signals into a sing&elength over optical transport network (OTN)tsgss [1].
This new optical channel data unit (ODU), identifiezs ODU-4, will complement the existing specificas of 2.5
Gb/s (ODU-1), 10 Gb/s (ODU-2) and 40 Gb/s (ODU-3). [From a technical perspective, the serial 100sGb
transmission requires the use of advanced modul&ionats to fit into the existing optical fibeffiastructure, thus
resulting in complex and expensive transceiver @gent. Therefore, given the immaturity of the degahnology,
network operators may favor, at least in the nelant the deployment of parallel transmission apghnea.

In the OTN, inverse-multiplexing is enabled by theual concatenation (VCAT) protocol. With VCAT, T
is able to convey a 100-GbE signal over a grouplefen ODU-2 or three ODU-3 containers, denote@@t)-2-
11v and ODU-3-3v, respectively [2]. Furthermore, AlCpermits to route each group member independensiyng
either a co-routing (CR) or a diverse-routing (fRproach. In opposition to CR, the DR strategybie &0 explore
more efficiently the network connectivity by digtuting the ODUs through the network in a balanceg and, as a
consequence, reduce the maximum link capacityH8jvever, the fact that DR can make VCAT group memsbe
traverse spatially diverse paths introduces diffeéat delay at the reception, requiring the incogtion of a large
amount of high-speed memory to temporarily sto itttoming ODUs when reassembling the client sigasl
illustrated in Fig. 1(a). Since building large-sizmemories to operate at these speeds is verycastlistributed
differential delay compensation (DDC) scheme witHféring in the intermediate path nodes (see F{f))lwas
recently proposed [4].
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Fig. 1. (a) Centralized and (b) distributed diffetial delay compensation architectures.

In our previous work [3] we addressed the problegnthe absence of a suitable network design metiood f
routing virtually-concatenated ODU containers o@FN with optimal DDC distribution and minimum cajtgc
requirements, by proposing an integer linear prognang model. Although the ILP-based optimizatioraguntees
the return of an optimal solution, and since theénogl DDC distribution is a NP-complete problemaiso suffers
from extended running times due to the exponedtglendency with the number of constraints and bhasaof the
ILP. Therefore, for OTN networks of practical sizmly time-constrained executions of the model possible,
leading to sub-optimal solutions. In order to béeab solve large instances of this optimizatiookhpem and to
improve the quality of the solutions computed ishart time interval, we propose a heuristic optatian solution
based in a multi-stage framework for solving thdtimaonstrained ODU routing problem [3].
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2. Heuristic Framework Description

In order to properly tackle the multi-constraingdldem, our routing and delay compensation (RD@jnework is
implemented with a multi-stage optimization pro¢ess presented in Fig. 2. The idea behind thigegyais to
divide a highly complex problem into several sublpems individually solved via simple heuristic imedologies.

Stage 1 Stage 2 Stage 3

Inputs ) . Intermediate Differential Delay
« Traffic demand Routing Path Selection Compensation Compensation
+ Candidate paths » Minimize the maximum Node Selection Distribution

* Routing path for each
ODU
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maximum buffer size
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« Maximum number of active » Minimize the totpal »Limit the number of » Minimize the

intermediate DDC nodes intermediate nodes maximum node buffer
« Execution time amount of DDC available for DDC size used for DDC

Fig. 2. Building blocks of the multi-stage RDC frawork.

Stage 1:Initially, the forwarding path for each ODU is sefed in such way that the maximum link capacity tore
total amount of differential delay in the netwonte aninimized. Existing solutions [5] exhibit seviedrawbacks.
Firstly, shortest path routing can lead to fastdragistion of the maximum link capacity by creatbwitlenecks in
the more frequently used network links. Anothereasphat impacts the performance of the staticimgualgorithm
is the order by which the connections are provisibrSince each node pair is processed sequentiaigcordance
with a given pre-established (and fixed) orderséhical choices have an impact on the final ouecdm view of
these limitations, we have developed an iteratatichealgorithm that rearranges the ordered setmbelg to the
node pairsX, and the candidate pathg, Prior to each iteration of the algorithm, the eretl setsX andY are
randomly reordered to enable the exploration ofldihge solution space. Inside each iteration, thffi¢ demand of
each active node pair is satisfied by individuabsigning the ODUs to the first path of the ordgrath seiX that
does not surpass the ODU limit per link receivednasit (see Fig. 2). If no path in this conditianavailable, the
ODUs are routed over the ledsadedpath. Byrepeatinghis procesdor all nodepairsin eachiteration,a different
routing solutionis obtained. The solution requiring the minimum adty per link and maximum DDC per node is
saved and, after stage 1 is concluded, is deliverathhige 2. The total number of iterations exatbtethe iterated
search algorithm depends on the execution time dboeceived as an input by the RDC.

Stage 2:After receiving, from stage 1, the ODU paths tteajuire DDC, this stage orders the preferred ndoles
intermediate path DDC. The maximum number of intiate DDC nodes is defined beforehand as an input
parameter. Here, each intermediate node travengedrbuting path is added with the differentialajebffecting
that path. When all paths are processed, the iediate nodes with the highest quantity of diffei@rdelay passing
through are placed on top of the selection listthvitiis method, the preferred intermediate DDC saate the ones
capable of sustaining a higher amount of DDC alaViaite other DDC nodes, if required, to reduceltbffer size.

Stage 3:In order to distribute the DDC through the nodbs, order by which the ODU paths are processeddas
be defined. Here, the routing paths with the higtdifferential delay are placed first in the prosiag list.
Afterwards, and for each of the listed paths, tberespondent differential delay is distributed otlee available
DDC nodes. Note that, by definition of the disttidstl compensation architecture [4], only the tertdmanode and
the intermediate nodes (specified in Stage 2) kgélke to perform DDC in any given routing patho Tistribute
the delay, an equalization algorithm is used tell¢he amount of differential delay compensatethapath nodes.
With this strategy, we aim at balancing the ovelPdlC distribution and reduce the maximum node bidiee.

3. Performance Evaluation

In this section, the proposed RDC heuristic is sssg against our previous ILP solution [3] in NSHN&hd EON
network topologies (depicted in Fig. 3). We assuhme each 100-GbE stream is splitted and routed tivee
ODU-3 (40 Gb/s) containers and consider differaatics traffic demand matrixes. For each traffic mabnly a
fraction of the total node pairs, varying from 2@86100%, exchanges 100-GbE flows. The running tohéhe
RDC framework is limited to 1 hour whereas the lieBults correspond to an execution time of one w@&éR
hours). For each node pair, 10 candidate pathgrareomputed with B-shortest paths algorithm.

The first set of results reflect the performancehef ILP and the iterated search algorithm apphestage 1 of
RDC regarding the minimization of the maximum liokpacity. Fig. 3(c) shows that the performancehef t
heuristic approach is the same as that with thefdrFEON but not for NSFNET. Although RDC is stible to
attain gains over CR, in less connected topologieh as NSFNET it is frequently surpassed by thHe [Chese
gains may vary from 13% to 3%, in EON, and betwdd86 and 3% for NSFNET. The total accumulated
differential delay, i.e. the sum of the differehtiglay affecting all virtually concatenated ODUWssulting from the
path selection in stage 1 is also compared in&i¢gn EON, RDC substantially outperforms the ILRPem® with the
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inclusion of additional intermediate compensaticvdes. However, in NSFNET the difference betwdeth
methodss lesssignificantand,for thefully loadednetwork scenarichelLP canoutmatch RDC.
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Fig. 3. (@) EON and (b) NSFNET topologies (distanicekm); (c) Maximum link capacity requirements KSFNET and EON.
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Fig. 4. Accumulated differential delay obtainedhwiitP and RDC in (a) NSFNET and (b) EON for diffet@etwork loads.

The final outcome of the RDC framework is chardetst by the maximum DDC buffer size per node. As
shown in Fig. 5, the trends observed in Fig. 4egmeroximately maintained, i.e., RDC is able toHertreduce the
buffer size obtained by the time-bounded ILP in thajority of the cases studied. In EON, this reituctvaries
between 40,4% and 87,7%. In NSFNET, RDC improvedltP outcome by 9,8% to 88,6% for network loadsaip
80%. For a 100% load, the ILP always offers smdilgifer dimensions. From Fig. 4 and 5, we can awhelthat
stage 1 is critical for the success of our heurigfpproach, as the minimization of the maximum diuffize is
closely dependent on the total accumulated difteakdelay. Additionally, we also demonstrate thaén with long
execution times and the incorporation of intermd@DC nodes, the ILP often delivers sub-optim&itsons.
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Fig. 5. Maximum DDC buffer size per node obtaingthuLP and RDC in (a) NSFNET and (b) EON.
4. Conclusion

We have proposed and evaluated a multi-stage hieusistimization framework applied to the routinfjioverse-
multiplexed 100-GbE flows over OTN with distributelfferential delay architectures. Within a runnitigie of
only one hour, our approach is shown to outperftirenequivalent time-constrained ILP model by furtfezlucing
the maximum buffer size and maintaining the linpagity gains, namely in highly connected topologiessparser
networks, our algorithm slightly degrades the cégaequirements but still surpasses the co-rosttgeme.
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