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Abstract

We consider fluctuations of the solution W¢(t, z, k) of the Wigner equation, which describes
energy evolution of a solution of the Schrodinger equation with a random white noise in time
potential. The expectation of W (t,z, k) converges as ¢ — 0 to W(t,x,k) which satisfies the
radiative transport equation. We prove that when the initial data is singular in the x variable,
that is, W.(0,z,k) = 6(z)f(k) and f € S(R?), then the laws of the rescaled fluctuation Z.(t) :=
6_1/2[W (t, k‘) W (t,z, k)] converge, as ¢ — 0+, to the solution of the same radiative transport
equation but with a random initial data. This complements the result of [6], where the limit of
the covariance function has been considered.

1 Introduction

A weak random potential in the Schrédinger equation

09

sty L nvs—svit, )6 =0 (1.1)

with the parameter § < 1, strongly effects the behavior of solutions on times scales of the order
t ~ O(62) and larger. The corresponding rescaled problem for ¢.(t,z) := e~%2¢(t/e, z/¢) reads

a¢6 t x .
e S —vav (L) e =0, (1.2

with ¢ = 6. Physically, on this time scale waves undergo multiple scattering and propagate in
all directions. In such regimes behavior of the spatial energy density E.(t,z) = |¢-(t,2)|? is best
described in terms of the Wigner transform [14, 18, 24] defined as

W.(t, 2, k) = /eik'yqﬁe (t,x _ %) @ (t,x + %) (ch:rg)d‘

Here and everywhere below a* denotes the complex conjugate of a € C. Note that WX (t,z, k) =
We(t,z, k). Since the wave energy density can be decomposed as

E.(t,x) = /Wg(t,x,k)dk‘
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it is customary to interpret the Wigner transform as a ”phase space resolved” wave energy density.
It is well known that, provided that ||¢:||z2 < C, in the limit € — 0 the Wigner transform converges
(possibly after passing to a subsequence) to a limit W (¢, x, k) which is a non-negative measure. When
V(t,z) is a spatially and temporally statistically homogeneous random process with sufficiently fast
decaying correlations, the expected value of the limit, W (¢, z, k) = EW (¢, x, k) satisfies the radiative
transport equation [2, 8, 9, 13, 19, 24, 25]

. . N . - dp

Wi+ k- VW = /R <2 5 k —p) [W(t,z,p) — W(t,x,k)]w, (1.3)
where R(t,x) = E[V (s,y)V (t + s,z +y)] is the two-point correlation function of the process V (¢, )
and R(w, k) is its power spectrum, that is, the Fourier transform of R(¢,z). Moreover, it has been
shown in [3, 9, 20] that in many situations the limit is actually self-averaging, or, more precisely, that
for any test function 6 € S(R??) the process (We, §) converges, as € — 0+, to the deterministic limit
(W, 0) in probability. However, this result was generally established only when the initial data for
the Wigner transform is sufficiently regular, which may be achieved, for instance, by consideration
of mixtures of states. The restriction on the regularity of the initial data is not simply technical:
sufficiently singular initial data Wy(x, k) does lead to the absence of self-averaging. In particular,
it has been shown in [1] that when the initial data is localized both in space and wave vectors:
Wo(z, k) = 6(x)d(k — ko) then the Wigner transform is not self-averaging.

The problem of the self-avaraging of the energy density has a practical aspect as recent inversion
techniques based on the kinetic limits for wave propagation in random media have been developed
and even tested in physical experiments [4, 5, 6]. This makes important understanding of the
statistics of the fluctuation W, — W, as well as its dependence on the regularity of the initial data.
The first step in this direction was made recently in [7], where the limit of the scintillation of (W, 6)
was analyzed in the simplest case when the random process V (¢, z) is a white noise in time. The
purpose of the present paper is obtain the weak limit of the full fluctuation process

We(t,z, k) — W(t,z k)
\/g

in the case of the initial data of the form W (0,x,k) = §(z)f(k). This Cauchy data corresponds to
the physically perhaps most interesting case of a point source in a random medium with a smooth
distribution of energy over wave vectors. One consequence of [7] is that the size of W, — W should
depend on the regularity of the initial data: if Wy(x,k) is smooth then W, — W is of the size
O(e%?) while for a spatially localized initial data as above the fluctuation is O(y/2) independent of
the dimension. We choose the random potential to be still of the white noise type to simplify the
analysis but we believe that the main asymptotic results hold for a much larger class of the random
potentials.

Let us explain our main result informally. We consider the solution of the random Wigner
equation

Z(t,x, k) = (1.4)

B(dst, dp)
(2m)?

with the initial data W.(0,z,k) = d(z)f(k). The stochastic integral in the right side is understood
in the Stratonovich sense and {B(t), t > 0} is a spatially homogeneous Wiener process with the
spectral measure p. That is, it can be written as

B(t)=> Bu(t)F (enp),  t=>0,

AW.(t, 2, k) =—Fk - VmWE(t,:c,k)dt—i—i/ ,(1.5)

ol z/e [Wg(t,x, =By _witt, ek + By
]Rd 2
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where e, is a basis of L? space over the spectral measure ; and F, or denote the Fourier transform.
Then the expectation W (t) = EW,(t) does not depend on ¢ and satisfies the kinetic equation, also
known as the radiative transport equation

83W k- VW = / (t,x,k = p) = W(t, 2, k)] p(dp) (1.6)
W(0) = d(x)f(k)

Note that in case when V (¢,2) in (1.1) is a white noise in ¢ then R(w,p) = R(p) and equation (1.6)
is a special case of (1.3) with p(dp) = (27)~%R(p)dp.

We show that the correction Z. defined by (1.4) converges weakly to a random limit Z (¢, z, k)
which satisfies the same kinetic equation (1.6) but with a random initial data:

%fw Vo7 = / Z(t, 2,k — p) — Z(t, 2, k)] p(dp) (17)

Z(0) = 8(x) X (k).

Here X (k) is a distribution valued Gaussian random variable given by
+00 .
X0 =130 Y o [ dBus) [ PED (ke op2)en(puldp) (1.8)
0 R

From a physical standpoint the fact that Z satisfies a deterministic problem with a random initial
data is quite natural, the reason being once again the fact that the size of the fluctuation depends
on the regularity of the initial data. Solution of the radiative transport equation W (¢, z,k) is less
singular for ¢ > 0 then the initial data Wy(z, k) = §(z) f(k) — hence, the fluctuation that is produced
at positive times is smaller than O(y/¢), and the main random contribution to Z. comes from an
initial time layer when W (t,xz, k) still has a spatially localized singularity. Hence, the stochastic
nature of Ze(t,z, k) manifests itself, in the leading order, only as the initial data for the limiting
kinetic equation.

The exact form of the angular distribution X (k) may be deduced formally from the initial layer
problem for the fluctuation. Let us write (1.5) in a formal differential form

8W5
ot

dp
(2m)®’

ST D P
_ ipa/eyr ” Y £
E/}Rde V(E,p) We(t,x, k 2) Ws(t,x,k+2)}

where we replaced the white noise by a potential of the form /eV (t/e,x/e) to make the scaling in
the subsequent computation more transparent. In the fast variables s = t/e, y = z/e this problem
may be re-written as

owW! , P , op, dp
s S+ k-V,W. = 1\/021 / V(s,p)W.(s, y,k+7)(2ﬂ)d,

where W/(s,y, k) := W(es, ey, k). We introduce a formal asymptotic expansion
We(t,z, k) = W(t,z, k) + VeZ(t,z, k) +

then,
Wi(s,y, k) =W'(s,y, k) + VeZ'(s,y, k) + ...

The leading order term satisfies the homogeneous transport equation

W/ +k-V,W =0, W(0,y,k) =e %y f(k),



and is, therefore, given by W'(s,y,k) = ¢~%6(y — ks) f(k). The equation for Z’(s,y, k) is

052 (s,y, k) + k- VyZ'(s,y, k ——12 / 1pstp (sy,k—i— )dp
o==+1

with the initial data Z’(0,y, k) = 0. For a random potential of the form (1) this gives an explicit
formula for Z(s,y, k):

Z'(s,y, k) = —12 Z / /]Rd P WRE=DW (1 y — k(s — 7), k + %)en(p),u(dp)dBn(T)

n o==+l1

Y Y / / p(k+op/2)7 ¢ ( %p) Sy — ks — %pf)en(p)u(dp)dBn(T)-

n o==+l1

We obtain therefore:

Z(t,x, k) = Z'(t/e, 37/5 k)

=090 / /Rd 1p(k+ap/2ff(k;+ )

n o=%+1
x8(e Nz — kt + eopr/2))en(p)p(dp)dB, (1)

and since £~%5(z/e) = 6(z) we obtain that for small + < 1 the quantity eopr < pt < 1 can be
neglected, thus

2(0,2,k) ~ -1y > / /Rd een/Dr g (4 T2) d(@)en(p)a(dp)dBa(7).

n o=%+1

The paper is organized as follows. We first recall some basic facts about homogeneous Wiener
processes in Section 2. The basic existence theory for the Wigner equation with a white-noise
potential is described in Section 3. We recall that when the initial data for the Wigner equation
(1.5) is the Wigner transform of the initial data for the Schrodinger equation (1.2) then existence of
the solution of the Wigner equation can be deduced from the respective property of the Schrodinger
equation with a white-noise potential [10]. However, to the best of our knowledge, such a theory for
the Wigner equation with an arbitrary initial data is not available in the literature. The main result
of this section is Theorem 1. Section 4 contains the main result of this paper, Theorem 2, which
describes the asymptotics of the fluctuation process.
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2 Preliminaries

Basic notation

We denote by S(RY) and S(R?; C) the spaces of rapidly decreasing functions of the Schwartz class
and by S’(R?) and S’(R% C) the corresponding spaces of tempered distributions. The value of a
distribution £ on a test function 1 will be denoted by (£,v). Let m,4(-) := (x4 -), x € R? be the
group of translations on S(RY). It can be extended to S’(R?) by setting (7,&,v) := (&, 7_,1).



We denote by
Fol) = 90) = [ e P uia)da

the Fourier transform of a function ¢ (z). Also, we use the notation

Fu(f)(g.k) = /

Rd

e 9T f(z, k)dz, Fo(f)(x,y) = / e Wk f(z, k)dk

R4

for the partial Fourier transform in just one of the variables. Given s,u € R we denote by H*" the
mixed Sobolev space with the norm

e = [ a2+ ) 0. 9)Pdady, ] € SR,

In the ensuing notation we shall also write Hj := H*? and HY := H%*.

Given pi,ps2 € [1,4+00) we denote by A, p,, Bp, p, the Banach spaces that are the completions
of S(R??) under the norms

p1/p2
600 = [ | [ i@ @mrar] g

and

p1/p2
} dg,

ol = [ [ 1ta.pay

respectively. The definition can be easily extended to cover the case when one, or both of the indices
equal +o00.

Some functional spaces formed over the spectral measure

Given a function ¥(p), p € R%, we set V(s)(p) := ¥*(—p) and say that ¢ is even if 1) = 1)(,). Assume
that y is a finite Borel measure on R? that is symmetric, that is, u(I") = u(—T) for all sets ' € B(R?).
The real Hilbert space L%s) (1) consists of all functions ¢ € LZ(u) that are even. Note that

W)= [ @), Vv € L2)

is a real valued scalar product on L%s) (u), provided p is symmetric.

We will need the following proposition.
Proposition 1 Let {e,} be an orthonormal basis of L?S)(,u). Then for any 1,1 € LZ(u) we have

D (W, en) (W2, en)y = /Rd Y1(p)v2(—p)u(dp). (2.1)

n

Proof. Given ¢ € L(p), consider its symmetrization S[t] € L%S) (1),

SWl(p) :== 5 [¥(p) + " (-p)] .

N

For any ¢ € L%S) (1) and ¢1 € L& (1) we have, using the symmetry of u:

((¢1, ¢>u + <¢7¢1>u) = Re (¢1, ¢>;u

N

(Slrl =5 [ (1(0)0" () + ¥i(-p)6" () n(dp) =

Rd

5



and thus
<S[1w1]7 ¢>M = Re <i¢17 d))u = —Im <¢17 ¢>M
Therefore, for all ¢; € LZ(u) and ¢ € L%S) (1), we have

(Y1, 0)p = (S[1], @) — I(S[iv1], d)

which implies that

I:=) (hr,en)u(tho en)u =D ((Slhr], en)u — 1S[e1], en)) ((S[w2l, en)p — i(Slithal, en)y)

n n

= (S[yn], S[pa]) — i(S[ivn], S[we]) — US[Wn], Slivva]) — (S[ivn], Slivde])
= (S[¢1] —iS[ivn], S[a]) — (AS1] + Sfivn], Slivval), = (1, STb2])u — (31, S[ith2]) 4,

since ¢ = S[¢] —iS[iy]. It follows that

I = (Y1, S[ol) — (b1, Slive]) = (Y1, S[wo] +1S[ive])y = /Rd Y1(p)¥2(—p)(dp),
which is (2.1). O
This result can be further generalized by a standard density argument leading to

Corollary 1 Suppose that ¥ € L& (p ® p), then

R4

S [ v 0o @eudnun = [ v, -putp)

Spatially homogeneous Wiener process

Let u be a non-negative symmetric, Borel measure on R%. Recall that an S’'(RY) -valued, Gaussian
process {B(t), t > 0} is called a spatially homogeneous Wiener process on R? if it has the following
properties, see e.g. [21, 22, 23]:

(i) for any v € S(R?), {(B(t), %), t > 0} is a real-valued Wiener process,

(i) for any ¢ > 0, the law of B(t) is invariant with respect to the group of translations {r,, z € R?}
acting on &'(RY).

Equivalently, one can prove, see e.g. [21], that {B(t), ¢ > 0} is Gaussian and its covariance is of the
form

E[(B(t),91)(B(s), b)) = (b1, dba)u(t As), w1, ¢ha € S(RY) (2.2)

for some Borel measure p. Since B(t) takes values in the space of tempered distributions, there is
an n > 0 such that

/Rd (1+ \p|2)7n p(dp) < +oo.

The measure p is called the spectral measure of {B(t), ¢ > 0}. It is known that if y is finite then B
is a Gaussian random field on [0, 00) x R? satisfying

E[B(t,2)B(s,y)] = filz —y)(t As),  z,y R t,s>0.
Let
M= |F () : ¢ € Ly (n)| € S'(RY)

6



be the real Hilbert space equipped with the scalar product induced from L%S) (1) by F, that is, for
all 11,19 € L%s) (1) NS(R%; C) we have

(F (1), F (h2p))m,, = (01, 02) 0 = (F (Y1) , F (¥2)).

According to [21], the reproducing kernel Hilbert space of {B(t), t > 0} can be identified with H,,
that is, {B(t), t > 0} is the cylindrical Wiener process on H,,. The above property is expressed by
the following.

Proposition 2 For any orthonormal basis {e,} of L%S) (1) there is a sequence of independent stan-
dard real-valued Wiener processes { By(t), t > 0} such that

Z B,(O)F (enp),  t>0, (2.3)

where the series converges in the L? sense and P-a.s in any Hilbert space H such that the embedding
H, — H is Hilbert-Schmaidt.

3 The Wigner equation with a spatially homogeneous random po-
tential

The Wigner equation

Let {B(t), t > 0} be a spatially homogeneous Wiener process with spectral measure p and let € > 0.
We are concerned with the initial problem for the following SPDE, called the Wigner equation,

AW.(t, 2, k) = —k-V,We(t,z, k)dt (3.1)

A ipae N p\] B(dst, dp)
+1/Rde [Wg(t,:c,k 2) Ws(t,x,k—i-z)] onl

WE(Ovl'vk) = WO($7k)

The stochastic integral above is understood in the Stratonovich sense. We give a rigorous definition
of the solution to (3.1) in an appropriate functional space that shall be specified later on. For any
¢ € Sy (R%; C) - the space of Schwartz class functions that are complex even (i.e. ¢(—p) = ¢*(p)) -
we have

(B(t),0) = > (F(F(eap)), $)Bult), t=>0,

n

while
(F(Flenn)), d) = (277)2d<en7 HF 1) (3:2)
= 7rd en 7rd en
=)' [ enlpo (pntan) = )" [ e
It follows that
(B(t),$) = (21) ZB /en p)o(p)dp, t>0, ¢ € S (R%C). (3.3)



Taking into account (2.3) and (3.2) we can rewrite (3.1) into the following form (recall that W_(t, z, k)
is real valued)

AW, = AW.dt + C.[W.]dsB = AW.dt + Z C.[W.]ends By, (3.4)
We(0,2,k) = Wy(z, k),
where A : S(R?Y) — S(R?9) is given by
AY(x, k) == —k - Voip(z, k), (3.5)

and the operator
Ce : S(R*) — L(L{, (), C=(R*))

is given by

Celilpla k) = =i 3 [ e (o ) opu(an) (3.6)

o==+1

for ¢ € S(R??) and ¢ € L(s) (1). Here L£(X,Y) denotes the space of continuous linear operators
between linear topological spaces X and Y. We shall further specify the above operators later on
when we define the notion of a solution to (3.4).

The Wigner equation in the Ito form

Equation (3.1) can be rewritten in the Ité form

AW, = (AW + = LW, > dt + ZC _]end By, (3.7)
W.(0) = W,

where

Loy =Y Ce[Celilen]e

We have, more explicitly:

gwm—ﬂzz/ CD/Clglen (. + T2 u(dp)

n o=%+1

= —;/Rd /Rd S PHDTEY (2, ki, p, q)en(q)en(p) p(dp)p(da),

where
oq
U(x,k,p,q): E aazb(:vk‘—i— + 2)

By Proposition 1, the definition of L. does not in fact depend on €. We shall drop therefore €, from
this point on, from its notation. The explicit expression for this operator is given by

Do) = = [ Wk =pu(dn) = [ [k =) = 200w k) + ¥l + )] uldp)
= oMy (x, k) — 250(x, k), (3.8)



where

My (z, k) := y Y(x, k + p)p(dp) (3.9)

and
¥ = u(RY) < +o0. (3.10)

The last equality in (3.8) follows from the fact that u(—dp) = p(dp). A simple consequence of (3.7)
is that W (t) := EW.(¢) does not depend on ¢ and it satisfies the linear kinetic equation

d‘gt(t) - (A 4 ;L> W), (3.11)
W(0) = Wo.

The probabilistic representation of a solution of the kinetic equation

We now recall a probabilistic formula for the solution to (3.11) treating it as the solution of Kol-
mogorov’s equation for a certain Markov jump process. The results of this section are standard
and their proofs can be found, for instance, in Apppendix 2 of [17]. Define the probability measure
v(A) := X7 1u(A), where ¥ is given by (3.10) and A is a Borel set. Let {L;, i > 0} be a sequence of
ii.d. random variables (momenta i-th jump) distributed according to v and set

n—1
Ko:=0, K,:=Y» L, n>L
i=0
Let 0¢,01,... be i.i.d. random variables (times between the jumps), independent of Ly, L1, ... such

that og is exponentially distributed with the intensity parameter 3. Consider the ”jump times”
n—1
to:=0, t,:= Zai, n > 1.
i=0

The jump process K(t) is defined as K(t) := K, for t € [t,,t,+1). For any function ¢ € L>(R?)
we have

+oo
Ep(k + K(t)) = e P¢(k) + Y énlt, k), (3.12)
n=1

where

bu(t, k) = e >t (z:‘)nm (Kn+k), n>1

Since the laws of K7 and —K; are identical we have

[ Bl o+ KWtk = [ Elwn(h+ K)o )k (313)

R
for any pair of functions ¢; € L®°(R%), i = 1,2

Let X (t) := kt+fg K(s)ds. The process {(—X(t), K(t)), t > 0} is Markovian with the generator
A+ 1/2L. Thus, the solution of (3.11) can be written as

Wtz k) = E{Wo(x — X(t), k + K(1))}. (3.14)



Using (3.12) we obtain therefore

+oo
V_V(tv x, k) = e_tEWO(a: — kt, k) + Z Wn(tv x, k;)a
n=1
where
Wol(t, x, k) == e =Wy (z — kt, k), (3.15)
Wh(t,z, k) = etzﬂn/ EWy (x — kt — Xy, k + Kp,)d7(n)
An(t)

forn > 1, and
n—1 n—1
An(t) = [(7'0, ce ,Tnfl) 1t > ZTZ', T > 0], T i=1— ZT'L"
i=0 i=0

dr(n) :=dmp...d7m,—1, X, = ZKsz
i=1

We shall introduce a semigroup of operators given by W (t) := S(¢t)Wy, t > 0.

Proposition 3 The family {S(t), t > 0} extends to a Cy-semigroup of contractions on spaces Ay, p,
By, p, for all p1,p2 € [1,400) and H*" for all s,u € R.

Proof. Note that for any Wy € A, ,, we have

isomilz, = [, ([ Esomoe )

Using formula (3.14) we obtain that the right hand side equals

(L

p1/P2
< [ ([ Elmmars ko) do= 1wl

E {exp {iq kt+i /Ot q- K(s)ds} FiL(Wo)(q, k + K(t))} " dk:)pl/pz dg

The proofs for By, ,, and H*" are similar. Continuity easily follows from contractivity of the
semigroup and the fact that the property in question holds on S(R?). [
For any 6 belonging to Ay, p, (or By, p,, or H>") define

S*()0(x, k) = E{0(z + X(t),k + K(1))}. (3.16)

Using integration by parts we easily conclude that for Wy € Ap, ,, and 6 € Ay, we have the
following duality relation
(S(H)Wo,0) = (Wo, S*(1)6). (3.17)

A similar statement holds if A, ,, is replaced by B, or by H*" and their dual counterparts.

1,P2»
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Existence and uniqueness result for solutions to the Wigner equation

Note that for 1) € S(R??) the Hilbert-Schmidt norm of the operator C.[¢)] equals

. dkdg
|Ce [ ]HL(HS L2, (), H ZHC €nHH . Z/ |71 (Ce[hlen) (g, k)| A5 gp) 2

Here F7 denotes the Fourier transform performed with respect to the first variable. The sum inside
the integral is

ST IF (Celtlen) (a.

n n

>

DS / WP/ %p)en(p)u(dp)dw

o==1 R2d

/ (P, g, k)en(p)p(dp)

2

9

where
4 oel /Ty (= T2 da
b(p, g, k gzﬂ /R )
We have
[ 0,41, =3 [ 2 he@un) [ 2 0a e ua)
= Z / (P, @, k)P" (=P, 4, k)en(p)en(p') p(dp) u(dp'). (3.18)

Therefore, by Corollary 1, we obtain

>

n

2
[ #w.a.Reamiutn)

_ / B (p. g, k) u(dp),
Rd

and, consequently,

, B 2 _p(dp)dg

Now, write

Dulprg.b)i= = [ Pk Dy
Rd

so that & = ¢_ + &, and, moreover,

/ D (p, g, k) ke = / B (pyq, )2 dk = /
R4 Rd Rd

Hence, the Hilbert-Schmidt norm of the operator C.[¢] is bounded as

2
dk.

/ ™ (THP/E)y (2, k) da
Rd

p(dp)dkdg
(1+ [q[?)s/?
p(dp)dkdg - _

W = EHZZJHH sH

2
/ et (aHP/e)y (g, k)dx’ (3.19)
Rd

(AT )<2/Rgd

R3d

Fi(y) <q + g,k)‘

11



where

e —s/2 5/2
as :=2 sup / <1 -+ ‘q + 7) ) (1 + |q|2) ,u(dp) < +00. (320)
g€eR? JRd 9

We have shown that for each ¢ fixed, the operator C. : H;*® — L(HS)(L%S) (1), H{®)) is bounded.

In addition, we show in Proposition 3 below that the operator A — (1/2)L generates a Cp-semigroup
on H;®. We have shown therefore the following existence and uniqueness result, see Theorem 7.13,
p. 203 of [11]

Theorem 1 Under condition (3.20) for any W.(0) € H;® and ¢ > 0, there ezists a unique solution
to (3.4) starting from W.(0) and such that W,(-) € C([0,4+00), H; *) a.s. Moreover, (3.4) defines a
Markov family on H{® satisfying Feller property.

Remark. Observe that when s > 0 a sufficient condition for (3.20) is

/ (1 + [pI)*"* u(dp) < +oo. (3.21)
R4
Indeed, suppose with no loss of generality that e = 1 in (3.20). Then for |g| > 2|p| we have

L+l +p* 2 1+ (la] = [p)* = 1+ (lal/2)*.
Hence, there exists C' > 0 such that

L+ g <CO A+ [p+g*)(1 + [pf).

This of course, in light of (3.21), implies (3.20). One can easily show an example of a measure y
such that [pa (1 -+ \p[2)5/2 w(dp) = 4o0. for which condition (3.20) fails.
An a priori estimate

Suppose that {f(t), t > 0}, n > 1 are H; °N Ay, p,-valued processes that together with {W.(t), t >
0} are adapted with respect to the filtration corresponding to the Brownian motions { B, (t), t > 0},
n > 0. Suppose also that U.(t) is an H; *-valued process that satisfies

U-1),0) = (SOWo,0) + 3 /O (S(t — $)C-[Us(5)]en, 8)AB(s) (3.22)
n=1

+3 /0 (S(t — 5) s 0)dBa(s)

for all § € S(R%).
We formulate here a certain a priori estimate for E(U.(t), #)2, that will be useful in what follows.
Recall that p; := p;/(p; — 1) when p; > 1, or p; := +o0 if p; =1 for i = 1,2.

Proposition 4 Suppose that Wy € H;* N Ay py» for some p1,ps > 1. Then,

t
sup  E[(U.(t),0)%] < 3¢5 {||WO|\§,,1 st sup / > K fn(s),9>2ds} (3.23)
101lpy pp <1 10llpy oo <170 75
for allt > 0. A similar result holds also when the norm || - ||p, p, is replaced by || - éli)pz.
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Proof. Suppose that [|6]],, p, < 1. Observe that from Lemma 1 we have
ZE[ (t—s)C [Ue(s)]en,eﬂ S E{/R exp {ie™lp- (@ — ')} Oz, k)02, K
o,0'=+1
x [S(t — s)U(s,z, k +op/2)[S(t — s)W|(s, 2", k' + 0'p/2)da;d:c'dkdk’u(dp)}
-3 [ B w0570 900950 - 0721 tap),

where
07P(z, k) := exp {is_lp ) O(z, k + op/2).

Note that

p1/p2
} dg = [0]22,,.

o.p _ p P2
1077181, = [ | [ 17000 (4 2 opy2) pa

Hence, using the above and the fact that S*(¢) is a contraction on A,, ,, we obtain from (3.22)
t
E[U-(6),0)2) <3 |IWol ,, + z/ sup  E[(U.(s),0)%]ds
0 [16llpy.po <t

t
w Y f E[(fn(S),9>2]dS-] (3.24)
16llpy.po <15 /O

Taking the supremum over [|0||,, ,, < 1 on the left hand side and using Gronwall’s inequality we
conclude the proof of the proposition. [

4 Asymptotics of the fluctuations

Assumptions on the spectral measure

We shall assume that the spectral measure p satisfies the following condition:

1
sup/(1+>udp < +o00. 4.1
geRd lp+ 4l (p) 1)

We will actually require a more refined version of (4.1) around p = 0:

L(f) = limsupsw_l/ #ldp) < +o00. (4.2)
e—0+ lpl<e] 1Pl

Next, set
|det(z,y)| = {|=[*|y[* — (z - y)*}'/2.
We shall assume that

sup // |det(p + q,p + p1 + ¢)| " p(dp)p(dpr) < +oc. (4.3)
q
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The main result

Define the rescaled fluctuation Z.(t) := e~ Y2[W.(t) — W(t)], where W.(-) satisfies the Wigner
equation (3.7) and W (-) is the solution of the kinetic equation (3.11). Then Z.(-) satisfies

1 —1/2 T
dZz. = (A +3 L> Z.dt + Zn: C.[Z)endB, + e~V Zn: C.[Wle,dB,, (4.4)
Z.(0) = 0.

We will consider the initial data for the Wigner equation of the form Wy(z, k) = d(x)f(k). For
simplicity we assume that the angular distribution f(k) > 0 is a Schwartz class function: f € S(R%).
This assumption may be greatly relaxed at the expense of more technicalities which we avoid to
keep the presentation as simple as possible.

Suppose that {Z(t), t > 0} is a unique, H % ~“-valued, solution of equation

dZ 7
O _ (440 z0) (4.5)
Z(0) =62 X.

Here X is a Gaussian, random S&’(R%)-valued element given by
+o0 .
X0 =130 Y o [ aBul) [ PE et op2)en(puldp)
0 R4

Our principal result can be now stated as follows.

Theorem 2 Assume that (4.1)-(4.3) hold. Then, for any to > 0 the laws of {Z:(t), t > 0} over
C([to, +o0); H=5™"), where H™>~" is equipped with the weak topology and s,u > d, converge, as
e — 0+, to the law of the solution of (4.5).

Note that we need an initial time layer after which the weak convergence could be claimed. The
reason is that the non-zero initial data for the limit Z(t) cannot be a weak limit of Z.(0) = 0, as
e — 04+. We will actually show that after a short time ¢ = o(1) the process Z,(t) is no longer small
and thus the initial angular distribution of the limit Z(¢) is the limit of the outgoing distributon of
Z(t) after a short initial time layer. This of course precludes the claim of the weak convergence on
the entire [0, 4+00).

The initial angular distribution

We may describe X (k) as a real distribution-valued, mean zero, random field and covariance function

E [(X,0)(X,0')] = C(6,0), (4.6)
where
, / T oo pl?/2
CO8)i= Y oo’ [ utdn) [ e g, s p)ds
o,0'=+1 R¢ 0
and

o0 (¢, ) = /R , TERY £ (ke op/2) f (K — o'p/2) 0(k)6' (K )dkdE,
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with 0,60’ € S(RY). In fact, the law of X is supported in any Sobolev space H~* for u > d equipped
with Borel o algebra generated by the weak topology. To see that consider the approximants

N T '
Xor(b)i= =530 32 [ aBu) [ Rt ap/ e ().

n=1o=+1

We obtain

N T
i s ! i, in. / 137
EHXN,TH%{—u _ § : § : O'O'// dS/ e ta-ktigk Gip (kJrUp/Q)selp (kK'+0'p’/2)s
0 R5d

n=1o,0’'==+1

X f i+ o/ FK -+ 0'8 [ 2)en(p)en(pudpu(dp!) — ik 00

(1+ [qf?)»/

T
_ Z Z O'O',/ ds e—iq~k+iq-k’e—ip~(k—ap/2)se—ip’~(k’—a’p’/2)8f(k - 0p/2)
dkdk'dg

(1+ [q]?)v/2

p(dp)p(dp')dg
(1+[g?)w/2 ~

< f(k' = o'p'/2)e(p)es, (p')p(dp) u(dp)

T
=3 [ as [ a0 nn (s me )
0 R3d
n=1
where Xy and YV are the orthogonal projections in LQS

(

2(‘(37 q7p) =i Z U/Rd e—iq‘ke—ip(k—ap/Q)Sf(k N Up/?)dk —j Z Je—iaq.p/Qj?(q —|—ps)
o==+1 o=+1

)(u) (in the p-variable) of

and
V(s,q,p) =1 ) 0/ elkem i (h=on/2)s £ () — op/2)dk.
o==%1 Rd
Now, Corollary 1 implies that

g dp)dg
E|Xyrl%-= [ d X _y_dp)dg
” N,T”H /0 S/RQd N(S7Q7p)yN(S7q) p) (1+ |q‘2)u/27
while Y(s,q, —p) = X*(s,q,p) and thus
N N
Xi(sa.0) = S (Xoenien ) = 3 [ ealo) X 0 en(—p)u)
n=1 n=1
N N
= Z/Rd en(—0")V(s, 4, —p )en(—p)u(dp’) = Z/Rd en(0)V(s, 4,0 )en(—p)u(dp’)
n=1 n=1
= yN(sa q, _p)
Therefore, we have
T dq
E|XN7|%w = d X, 2 —_—
H N,T”H /0 S /I\Qd || N(87 Q)HL?S>(M) (1 _l_ |q’2)u/2

</+°°d3 (s, Qs ,—39
= i y 4 L%S)(u)(1+‘q|2)u/2

—+o00 R 9 dq
< Q/Rd </0 /Rd |f(qg+ps)| u(dp)d8> (ENrEIE < +00

15



for f € S(RY) and v > d, under assumption (4.1).

Taking T' = M, with M € N, we conclude that the sequence of laws of {Xn y; N,M € N}
is tight, thus also weakly pre-compact by the results of [16], in the weak topology of H~". The
existence of the limit can be established by verifying that, for all 8,6’ € S(R?),

. / o /
i E{(Xn 1, 0) (X, 6)] = C(6,6).

)

We leave this as an exercise to the reader.

5 The proof of Theorem 2

An auxiliary Gaussian process.

As the first step we will approximate Z.(t) by the solution of (4.4) but without the middle term on
the right side. That is, suppose that {Z.(t), ¢ > 0} is the solution of equation

dZ. = (A+ 3 L) Z.dt +e /2> Ce[WlendBy, (5.1)
n
Z.(0) = 0.
It is Gaussian given explicitly by a stochastic convolution

Z —61/22/ S(t — 5)C[W(s)]endBn(s). (5.2)

This is simply the same kinetic equation satisfied by W (t) but with an additional random forcing
which depends on W (). )
The following lemma is crucial in estimating the difference between Z.(t) and Z.(t).

Lemma 1 Suppose that p satisfies the assumptions of Theorem 2 and s,u > d. Then, there exists
C > 0 such that for any T > 0 we have

[Z/ t)]en, 0)dBy(t)

Proof. According to Proposition 1, the expectation appearing on the left side of (5.3) equals

T
E [Z/o (C:[Z:(t)]en, 0) ] Z JO’/ /ROd r@=2)/e(9 @ 0)(x, k2, k) (5.4)

o,0'=%1
/
xE [Z (t 2k + 2 )Z ( 7K+ % ﬂ dtdzda’ dkdk u(dp).

2
< Ce||0|| %o, Yee€(0,1], 0 € H™ (5.3)

Using (5.2), the definition of Z.(t), we can re-write the expectation of the expression appearing in
the right side of (5.4) as

t
=y K,if@Kzf(x,k:Jr(; oK+ 2>ds
n

where
Kl (o, k) i= S(t — s)[Co[W(s)]en] (2, k) .
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Substituting into (5.4) we conclude that the expression on its right hand side equals

SIS X e[ [ [ (er- o (v - )

n o,0'=%+1

x {S(t — $)[C[W(s)len]} (z, k) {S(t — 5)[C-[W(s)]en) } (¢, k') dwda’dkdk’ pu(dp)

:_72 5 000101/ /ds Rms*t_s)[lpx/sg(xk——)}

n go'==+1
/ /
XS*(t _ 8) |:e—1p.x//59 <x/7 E 0'2]7>] eiq.z/Eeiql.x//EV—V ( ja T)W ( K+ 0'1Q1)

2
xen(q)en(ql)dxdx’dkdk’ (dp)p(dg)dp(dqr)

Z 0‘0’0‘10'1/ dt/ ds/Rﬁd clae/e —zqz’/ss*(t_s) [ 1p:v/50( k——)}

Uo" +1
/

!/
X S*(t — s) [e_ip'w,/EQ(x', K — 022?)] Wi(x, k + 7)W (' K + J%q)d:L‘d:U'd/’{:dk:'u(dp)u(dq).

This can be written more succinctly as

-1 elP1-(z— x')/e gipPr ;o4 Uipl
I.:=¢ oo'o10] P W, @ Wi xk‘—l—i Jk +T
R6d

o,0! ol,al—il

xLyEP* @ (L] PPEY (g ko K )dtdsdwda’ dkdk p(dp)p(dpy ). (5.5)
Here Wy := W(s), Tif(z,k) := f(z,k +1) and
LIPS (2, k) = S*(t — $)T_y20c (z, ks p),

with 0. (z, k; p) == eP%/¢0(x, k).
Using (3.15) we can represent W; as a series W = ano Ws(n), where Ws(n) = Wy(s) is given
by (3.15). Likewise, we can write

LV (k) = 3 LIPS (0 ),

30
where

L8O ) o= e 090, (o (k= D) (= ). i)

LED" (2, k) = e =) / E{0. (v+ (k1) (t—9)+ X0k =S+ Kuip) f dr(n).

Ap(t—s)

Here we have maintained the notation introduced in (3.15). Therefore, the expression in (5.5) can
be represented accordingly as

L= Y e

n,n/ ;m,m’>0

where

A B Y L
I:;“n LM — 8/ dt/ ds e 2t /]RQd WmmW:n/,n/N(dp)N(dpl)
0 0
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and

Z oo / exp {ipy - x/e} W™ ( 012]91) LIPS (0, k)dadk (5.6)
o,0'=%1
= ymtn Z 0’0’/ dT/ dp/ exp{i(p + p1) - ©/e} exp {i (t—s)p (k - —) /5}
vt JAm(t—s) JAn(s) SR

xJE{exp{ip-Xm/e}0<x+<k:—a—p) (t—s)+Xm,k:—%p+Km)

><W0<:c—(k—|—017pl) yn,k+”17pl+L )}dazdk:.

Here X, := 370 Kj7j and Y, := Y i_ Ljp; are the random variables arising from the probabilistic
interpretation for the kinetic equation. All variables K, L; are i.i.d., each with the law v(-). We
can further rewrite the right hand side of (5.6) using the law of the random variables representing
momentum and obtain

Winin = acr/ dT/ d / dzdk dk; dl
, > oo NP AR S I n(dky) : p(dl;)

o,01=%1 7j=1 7=1

X exp {i(p—i—pl) cxfe+i(t —s)p- (k - %) /5} X exp q ip - (Z kjTj)/e
j=1
x0 | v+ (k:— %) (t—s)+;kﬂj7k—?+2kj
= j=

x W (k+@) Zl]pj, +01p1+21 :

where A, (s) :=[(s1,...,8n) 1 8 > s, > ...s1 > 0]. Thanks to symmetry we can rewrite the above
expression as

Winn = n,m‘ M;ﬂaal /D e dr /D " /R N dxdk:l_[lp (dk;) j]:[lu(dz
X exp {i(p +p1)-w/e+i(t—s)p- (k - %p) /6} exp q ip - (Zl kjTj) /€

=
x0 |z + (k—g) (t—s) +Zk T —%JFZI@-

x W (k+%)s—2ljpj,k+mpl+21

with O, (s) := [(S1,...,8n) : 8i €[0,s],i =1,...,n]. Using the fact that Wy(x, k) = d(x)f(k) and
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performing the Fourier transform of both f(k) and 6(x, k) we conclude that

m

n'm' Z ‘70'1/ “ s)dT/Ijn(s)dp/IR(’"+”>d+4 ydq ZHN( J)HN( )

o,01==%1 j=1 j=1

e(q,y)f()exp{[e (p+p1+eq)s+2z]- (k+%)}

2
xexp{'[a "p+eq)(t—s)+y]- ( %)}

><eXp{iZ(6 (p+eq)mi+y)- }eXp{IZ p+p1+eq)pg+Z]l}

j=1 Jj=1
6m—i—n

= / dkdydqdz6 (q,y) f (2) exp {i[s_l(p +p1t+eq)s+ 2] (k + %) }
m!n! Jpaa
m " (s — B (n_ P
x© < ,p+eq, y)@ (67p+p1+€q,z>exp{1[a (p+eq)(t—s)+y] (k 2)}
Here we have set ;
O(t, k,x) = / d’i'/ e (TRHT) 1 (p)dp. (5.7)
0 Rd
Finally, we change variables ¢ := t/e and s := s/e. We have shown that the expression in (5.5)
equals Z, = 7., where
B T/e t 9
= e [as [ IRE adna(an). (58)
0 0 R2d

and

= ) 001/ (q.y) f (2) exp {e[O(t — s,p + £q,y) + O(s,p + p1 + £¢, 2)]}
o,01==*1

X exp { [(p+p1+eq)s + 2] ( 01]01) } exp {i[(p +eq)(t—s)+y]- (k: — ?) } dkdydgdz

= > 001/ —y — t(p+£q) — sp1)

o,01==%1
xexp{e[O(t —s,p+eq,y) +O(s,p+p1 +eq,—y — t(p+eq) — sp1)]}
xexp {(i/2) [(p +eq)(t — s) +y] - (o1p1 + op)]} dgdy.

Changing variables u :=t — s, s := s we obtain that

7. = / es(““)zduds/ | Fo|? u(dp)p(dpy),
R2d

0<s,u,s+u<T/e

and, as f is real so that f (y) is complex-even in y, we have

= Y oo 0@y y+(s+u)pteq) +op)

o,01==%1
x exp {e[O(u,p + £q, y) +O(s,p+p1 +eq, —y —ulp+eq) —s(p+p1+eq9))]}
xexp {(i/2) [(p +eq)(t — s) +y] - (o1p1 + op)|} dgdy. (5.9)
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Note that directly from the definition (5.7) we have ©(u,p,y) > 0 and it can be estimated as follows

ik (TP +y) etk (up) — 1 oiky
(u,p,y) y dru(dk) = 9 ——e"™Ypu(dk) (5.10)
etk (up) _q

i(k - p)
= U/Rd k- (up)

pu(dk) < ud.
Thus, the expression in the exponent in (5.9) can be bounded as

O(u,p+eq,y) +O(s,p+p1 +eq,y +ulp+eq) —s(p+p1+eq)) <E(u+s) < XT/e.

Therefore, expression in (5.8) may be estimated by

_ —+o0 —+o0
Z<ae™ [ [ duts [ uldputap)
0 0 R2d

2
X {/ 10 (0, 9) |1 (y + u(p + £q) + s(p + p1 + q)) dqdy}

< 4¢%T 0] &) / / duds / (dp)(dpy)dadyld (0.9) || (y + u(p + q) + s(p + pr + 20)) I

The integral in v and s may be treated as

+oo ptoo
/ /0 Fy+ulp+eq) +s(p+pr +eq)) Pduds < O(f)|det(p+ eq,p + pr +eq)| .

Taking this into account we can estimate
~ B —
2 < 4T sup [ [ 1det(p + g+ 1+ )| uldp)n(dpr),
q

Finally, to get (5.3) it suffices only to recall assumption (4.3) and observe that when s,u > d/2 there
exists C > 0 such that |65 < C|6]|g=w for all 6 € S(R2). O
Approximating Z. by Z.

We now use Lemma 1 to estimate the difference between the true corrector Z. and Z.. The error
Ue(t) := Z.(t) — Z-(t) satisfies the equation

dU. = (A+ 3 L) Udt + Y Ce[UclendBy + > Ce[Zc]endBny,
U-(0) = 0.

We have the following estimate.

Lemma 2 For any t > 0 there exists C > 0 such that for all § € S(R?*?) we have
E [{U:(t),6)°] < C=(I0]1)*.
Proof. Using estimate (3.23), with W,(0) = 0, we obtain
t
B —
E[(U.(2),6)] < 3(16117)° sup E [Z /O (CelZ(5)]en, 6)dBo(s)
o1y <1 n

The result then follows from Lemma 1. [J
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Tightness of Z.(t), as ¢ — 0+

The asymptotics of Z.(t), as ¢ — 0+, is therefore the same as that of Z.(t). Using decomposition
of generator L as in the last line of (3.8) we can write that

dZ: = (A= S+ M) Zodt + 72" C.[WlendB,,

ZE(O) =0,

where the operator M is given by (3.9). Therefore by Duhamel’s formula we have
t t
Z(t) = / So(t — $)MZ.(s)ds + e 1/? Z/ So(t — 8)C[W (s)]endBp(s). (5.11)
0 —Jo

Here

Sof(t) := e ™ f(x — kt, k) (5.12)

for an appropriate f and ¢ € R.  Suppose we are given a family of Borel probability measures
{P-, € > 0} defined over a certain topological space. We say that the family is weakly pre-compact,
as € — 0+, if for any sequence &, — 0, as n — +o00 one can choose a subsequence from {P. ,n > 1}
that is weakly convergent.

Proposition 5 Suppose that s,u > d, tg > 0 and the space H™ ™" is equipped with the weak
topology. Then, the family of laws of the processes {Z:(t), t > 0} considered in C([tg, +00), H=5~")
is weakly pre-compact when € — 0+.

Proof. According to [16], Theorem 3.1, p. 276, to show weak pre-compactness of the laws in
D([tg, +00), H=*~") it suffices only to show that for each § > 0, T} > t¢ there exists K > 0 such
that

P| sup [[Ze(t)[|-s-u < K| >1-0 (5.13)
te(to, 1]

and that for any test function # € H%“
the laws of {{Z.(t),0), t € [0,T]}, € € (0,1] are tight in C[0, T]. (5.14)

Since C/([tg, +00), H~%™") is a closed subset of D([to, +00), H ®~"), see Proposition 1.6, p. 267 of
[16], this implies weak pre-compactness of the laws in C([tg, +00), H=5~%).
In order to conclude (5.13) it is a actually enough to prove that

T
-1 —2a 53 2
D / T =) lIceW(t eyt < 00 5.15
£€(0,1],T€lto,T1] 0( )l ()]”st)(LgS)(u),H ) (5.15)

for @ € (0,1/2). Using Lemmma 7.2 p. 182 of [11] and estimates (7.11) and (7.12) p. 184 of ibid. we
2

would be able then to conclude that E [supte[to,Tl] 1Z=(t)||*5_| < +o00, which in particular implies
(5.13). Hence, we will now show that (5.15) holds. Note that, by (3.19), the expression under the

supremum in (5.15) can be bounded from above by

2 (T _ (dp)dydg
L= T—t Zo‘dt/ 5.16
Gorm L [T o | (5.16)
2

X

Z 0/ ¢TI/ TR (¢ 2k + op/2)dadk
= R2d
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Using probabilistic representation of W (t,z, k) in a similar way as it has been done in the proof of

Lemma 1 we obtain that
dxdk / dr / p(dk;)
/R?d O (t) (Rd)n H

x e 1w (atp/e) o=k, | 4 — ( ) Z kjTi, k + + Z k;

[ e O R 4 b+ op/2)dadh = Y
R2d n

Taking into account the fact that Wy (z, k) = §(z) f(k) and substituting into (5.16) we obtain

2 (T o5 2 / 1(dp)dydg
== T — )2 dt
Je / c I AT PR + P

exp {—i(t/€)(P+€q) . (k + %) —iy-k+iz- (k:—i— ?) +£@(t/e,q,z)} f(2)dkdz

R2d

Recall, see (5.10), that €O(t/e,q,2) < TX for t € [0,T]. Let w(p,q) := (p + &q)|p + e¢|~* and
gu(y) == (1 + |y|?)~*/2. Integrating out the k and z variables and replacing ¢ := t/e we obtain

J- < ;—i /OT/S (T - t> - dt /RM 9u(y)9s(q) )f(y +t(p+ eq))’2 p(dp)dydg

e

gu(y)QS(Q)
=——— u(dp)dydq
ot Ipteq M)

) T\p+€q! 2a/T|p+eq|/e T\p—l—aq[ L, —2«
g 0 g

S
R2d S>0,weSd—1 0

<Cr

dt

Fly + tw(p, 61))‘2

12
f‘ (tw)dt

<C(f,T) <+

for a function f € S(R?), with a constant C(f,T) that does not depend on € € (0,1). Hence, (5.15)
holds.

Next, we establish (5.14). Suppose first that § € S(R??). For each £ € (0,1] the real valued
process {(Z(t),0), t > 0} is Gaussian. In order to prove its tightness we will show that its covariance
R.(t, s) satisfies

IR.(t,s) — R(s,8)| + |Re(t,t) — Re(t,s)| < Clto, T;0)(t — ) (5.17)

for all t > s, ¢ € (0,1), and tg < t,s < T. For t > s the covariance R.(t, s) of the process (Z.(t), )
equals

1 8 . / — _
== ZJJ'/ / gile— )'p/EW(u,x, k+op/2)W (u, 2’ k' + o'p/2)
o,0’! 0

X S*(t —u)f(x,k)S*(s — uw)f(2', k") dup(dp)dzdz’dkdk’.

Hence, we have

1 s t ) , B _
R.(t,s) — R:(s,s) = - ZUUI/ du/ du’/e’(‘r_w )’p/EW(u,x, k+op/2)W (u, 2’ k' + o'p/2)
P 0 s

xS*(u —u)0a.r(z,k)S* (s —w)(a, k') u(dp)dzda’dkdk’,
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where 04 1(z,k) :== (—A + $L)0(z,k). Using the same argument as in the proof of Lemma 1 we
obtain

R.(t,s) — Z Zaa / du/ du/e=>('+9) / Wn‘%ﬁgwm/m/’glﬂ(dp), (5.18)
mm nn O'O' Rd

where

and

Wit ot = (m ’!n’!)—l/ dT/ dp//dx’dk’Hu(dkj) [T w(diy)e—" v/
0, (s—uw) O, (w) j=1 j=1
/ n
x0 [z + K'(s — u) +Zk73,k/+zk Wo $—<k/ > Zl]pj,k/ p+zlj
j=1

Jj=1 Jj=1

As before, using the specific form of the initial data Wy(z, k) = §(x) f(k) and performing the Fourier
transform of §(z, k) and f(k) we obtain

1 .
Wik s = ] €O (g,ereq,Z) O™ (u' —u,q,y) exp {l(% +qu +y+2)- k}
X exp { (op/2) - [Z (p+eq) + Z} } 04,1 (q,y) f(2)dkdgdydz

n

€ n (U _bu m,/
= m!n!/@ (57p+8q, - au y)@ (v —u,q,y)
x exp {i(op/2) - [(u—u)g—y]} bar (g, )f(—* — qu' — y)dgdy.

Likewise, we have

~ e r U PU /
Wint w01 = 5 /@” (*, —pt+ed,— —q's— y’) 0" (u,q,y")
mon' £ 9

x exp {—i(op/2) -y} 0 (d.¥) f(% —q's—y')dg'dy’.

In consequence, (5.18) becomes

R.(t,s) — ZO‘O’/ du/ du/e= > +9) /u(dp)dqdq/dydy/
u

xexp{a@(—,p—i—aq,—p?—qu—y)—i—@ —u,q,y

A~

xexp{a@(— —p4ed, e tpu—q's—y >+@uqy } qy)
ic

x exp {i(op/2) -[(u—u/)q—y—y’]}f(—f—qu —y) (f—qs— ).
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Changing variable ey, := u/e we obtain that

B B
[Re(t, s) = Re(s, )| < O(T. )64l {76155 ¢ — 9) (5.19)
for all € € (0,1], t,s € [0,T]. This estimates the first term in (5.17).
On the other hand, for ¢ > s we also have
Rett)— Relt ) = 23 00! [ [ aw [l Vi o K+ o
(t, - ,3)—8200 du [ du' [ e W (u,x, k+ op/2)W (u, 2’ k' + o'p/2)
o 0 s
xS*(u —u)0a r(z,k)S*(t —w)f(a, k') u(dp)dzda’dkdk’
1 ¢ o - _
—i—g Zaa'/ du/e’(xx VPIEW (u, 2, k + op/2)W (u, 2, k' + o'p/2)
X S*(t —u)f(z, k)S*(t — w)0(2', K" pu(dp)dxda’dkdk’. (5.20)

Denote the first and the second terms on the right hand side of (5.20) by R; and R2 respectively.
The first term R can be estimated exactly in the same way as |R:(t,s) — Re(s, s)| and we obtain

B B
[Ral < CllOALlEY 1017 (¢~ 5)
for a certain constant independent of € > 0 and €. On the other hand, the term R2 equals

1 ¢ A A
Rz =~ > oole / du / p(dp)dgdq'dydy’ exp {—i(op/2) - (y +y') } 0 (2,9) 0 (¢, )

o,0’

X exp {5@ (g,p—&-aq,—p?u —q(t —u) —y> +@(t—u,q,y)}

X exp {a@ (g,p—&-aq’,—% —q(t —u) —y’) +O(t — u,q’,y’)}
< J (= = alt =) =) (= (t—u) = ).

We can further decompose Rg as Ry = Ro1+Rog, where the terms Ro1, Roo correspond to integration
with respect to the p variable over the regions [|p| < &?] and [|p| > 7] with some ~ € (0,1):

¢ d
Raal < Crle = )| (ole [ M2
’ lpl<er) [P

On the other hand, for Ros we note that

C t R «
|Raal < ET/ dU/[| | ]u(dp)/dqdq’dydy’\e(q, Y10 (d,y') |
s p|>eY
~ U ~ DU
< —alt =) =l F(Z — (= u) = o).

Let ¢ > 0 be a fixed constant. We can split the region of integration over ¢ and y variables over the
region A consisting of those (q,,q’,y’), for which at least one of these variable is greater than cs7 1,
and its complement A°. Denote the respective terms by RS, and RY,. Note that since s > tp > 0 in
the latter case we can find an appropriate ¢ > 0 such that
Cr B)\2 £ 2
Rl < L= )01 sup () < Clt—s)

(lz[=ee7 =]
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since f € S(R?). Finally if one of the variables (q,,q’,y’) is greater than ce?~! we can use the fact
that § € S(R??) to obtain that |Rb,| < C(t — s) for some constant C' > 0 independent of ¢ > 0. We
conclude that for any 77 > ty > 0 there exists a constant, independent of € > 0, such that

IR-(t.t) — Re(t,5)| < O(t — s) (5.21)

for any t > s belonging to [tg, 71]. Combining (5.19) with (5.21) and using Gaussianity of { Z.(t), t >
0} we deduce (5.17) and hence tightness of the laws of {(Z.(t),0), t > 0}, ¢ € (0,1] in C[tg, +00)
when 0 € S(R??) and tq > 0 is fixed. To show tightness for an arbitrary § € H*" it suffices only to
use density of S(R??) in H*" and boundedness estimate (5.13). O

Convergence of the initial data

Finally, we prove that for any tg > 0 the laws of the processes

=Y / So(=5)C. [V (8)]end B (5),

which appear in the right side of (5.11), converge weakly, over C([tg,+00); H *~"), to the law of
a constant process G(t) = X. As we have pointed out the law of the latter is supported in this
space, provided that s,u > d. The proof of tlghtness essentially follows the same argument as
the one for tightness of Z.(t) = ¢~ 1/23" fo (t — 8)C[W(s)]endBn(s). We focus therefore on the
limit identification. Thanks to Gaussianity of {G.(t), t > 0} it suffices only to calculate the limit of
covariance

Co(t,5,0,0") :=E [(G=(t),0)(G=(s5),0')]

as e — 0+ for t > s and 6,0’ € S(R*?). A simple calculation shows that

Ce(t,5;0,0") = ZO’O’/ / HE=E VI (), k + op/2)W (u, 2 K + o'p/2)
R5d

X Sg(—u)0(z, k) S5 (—u)0' (z', k') dup(dp)dzda'dkdk’

72 Z aa/du/WW’,udp

n,n’ o,0'=%1

where S§(—u) is the adjoint of So(—u) defined in (5.12) and

- 1 n
Wi 1= — d/ dzdk T p(di;
S [Tty
/%0 (2 — ko, k) Wo (@ — (kb + 2 Ju szpj,m Zz
J=1

The formula for V~V7’l, is similar, except 0, n, k, = are replaced by ¢, n’, k’, 2’ and e®*?/¢ by e~@" /e,
Using the same approach as in the proof of Lemma 1 we obtain

W= [ Fi(6) (k) (200" (ufe,p+ 20, 2) exp {i(k + op/2) - [(w/=)(p + q) + 2]} dad=.

TL' R2d
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Hence, changing variable uye,, := u/e, we obtain that the covariance is

Ce(t,s;0,0) = Z oo / du/ dgdzdq'dz' u(dp) exp {zp (UZ+J z ) /2}
o,0'=%1 R34

xexp{e[O (u,p+eq,—z—u(p+eq))+0 (u,—p+ed,—2 — (—p+eqd)u)]}
x0(q,—2) f(—z— (p+equ)f’ (¢, =2) f(—2' = (—p+ eq')u).

Passing to the limit ¢ — 04, which can easily be justified via Lebesgue dominated convergence
theorem, we obtain

+oo
61_i>1%1+C (t,5;0,0) Z aa/ du/Rg dzdz' u(dp) exp{zp(az+az)/2}

O'O'

X F20 (0, 2) f(z — pu)f29’ (0,2)) (' +pu) = E[(X,0)(X,0)],

cf. formula (4.6).
Suppose that {(Z(t),G(t)), t > 0} is a limiting point of {(Z(t),G(t))t > 0}, ¢ € (0,1]. Then,
for any 0 € S(R??) we have

<Z(t),9>:/0 (So(t — s)M Z(s),0)ds + (G(t),0),

which is equivalent to (4.5). Thus, Theorem 2 follows.
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