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BACKGROUND: Economic science has 

evolved over several decades toward 

greater emphasis on empirical work. The 

data revolution of the past decade is likely 

to have a further and profound effect on 

economic research. Increasingly, econo-

mists make use of newly available large-

scale administrative data or private sector 

data that often are obtained through col-

laborations with private firms, giving rise 

to new opportunities and challenges.

ADVANCES: These new data are affecting 

economic research along several dimen-

sions. Many fields have shifted from a 

reliance on relatively small-sample govern-

ment surveys to administrative data with 
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The rising use of non–publicly available data in economic research. Here we show the 

percentage of papers published in the American Economic Review (AER) that obtained an ex-

emption from the AER’s data availability policy, as a share of all papers published by the AER 

that relied on any form of data (excluding simulations and laboratory experiments). Notes and 

comments, as well as AER Papers and Proceedings issues, are not included in the analysis. We 

obtained a record of exemptions directly from the AER administrative staf  and coded each ex-

emption manually to ref ect public sector versus private data. Our check of nonexempt papers 

suggests that the AER records may possibly understate the percentage of papers that actually 

obtained exemptions. The asterisk indicates that data run from when the AER started collecting 

these data (December 2005 issue) to the September 2014 issue. To make full use of the data, 

we def ne year 2006 to cover October 2005 through September 2006, year 2007 to cover 

October 2006 through September 2007, and so on. 
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REVIEW SUMMARY

universal or near-universal population 

coverage. This shift is transformative, as it 

allows researchers to rigorously examine 

variation in wages, health, productivity, 

education, and other measures across dif-

ferent subpopulations; construct consis-

tent long-run statistical indices; generate 

new quasi-experimental research designs; 

and track diverse outcomes from natural 

and controlled experiments.

Perhaps even more notable is the expan-

sion of private sector data on economic 

activity. These data, sometimes available 

from public sources but other times ob-

tained through data-sharing agreements 

with private firms, can help to create more 

granular and real-time measurement of ag-

gregate economic statistics. The data also 

offer researchers a look inside the “black 

box” of firms and markets by providing 

meaningful statistics on economic behav-

ior such as search and information gath-

ering, communication, decision-making, 

a n d m i c r o l e vel t r a ns-

actions. Collaborations 

w  i  t h d a t  a - o  r  i  e n t  e d 

firms also create new 

opportunities to con-

duct and evaluate ran-

domized experiments. 

Economic theory plays an important 

role in the analysis of large data sets with 

complex structure. It can be difficult to or-

ganize and study this type of data (or even 

to decide which variables to construct) 

without a simplifying conceptual frame-

work, which is where economic models 

become useful. Better data also allow for 

sharper tests of existing models and tests 

of theories that had previously been diffi-

cult to assess.

OUTLOOK: The advent of big data is al-

ready allowing for better measurement 

of economic effects and outcomes and is 

enabling novel research designs across a 

range of topics. Over time, these data are 

likely to affect the types of questions econ-

omists pose, by allowing for more focus 

on population variation and the analysis 

of a broader range of economic activities 

and interactions. We also expect econo-

mists to increasingly adopt the large-data 

statistical methods that have been devel-

oped in neighboring fields and that often 

may complement traditional econometric 

techniques. 

These data opportunities also raise some 

important challenges. Perhaps the primary 

one is developing methods for researchers 

to access and explore data in ways that re-

spect privacy and confidentiality concerns. 

This is a major issue in working with both 

government administrative data and pri-

vate sector firms. Other challenges include 

developing the appropriate data manage-

ment and programming capabilities, as 

well as designing creative and scalable 

approaches to summarize, describe, and 

analyze large-scale and relatively unstruc-

tured data sets. These challenges notwith-

standing, the next few decades are likely 

to be a very exciting time for economic 

research. ■ 
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Economics in the age of big data
Liran Einav1,2* and Jonathan Levin1,2

The quality and quantity of data on economic activity are expanding rapidly. Empirical
research increasingly relies on newly available large-scale administrative data or private
sector data that often is obtained through collaboration with private firms. Here we
highlight some challenges in accessing and using these new data. We also discuss how
new data sets may change the statistical methods used by economists and the types of
questions posed in empirical research.

T
he expansion of data being collected on
social and economic activity is likely to
have profound effects on economic re-
search. In this Review, we describe how
newly available public and private sector

data sets are being employed in economics. We
also discuss how statistical methods in economics
may adapt to take advantage of large-scale granu-
lar data, as well as some of the challenges and
opportunities for future empirical research.
After providing some brief background in the

next section, we divide the Review into three
parts. We first discuss the shift from relatively
small-sample government surveys to administra-
tive data with universal or near-universal popu-
lation coverage. These data have been used in
Europe for some time but are just starting to be
explored in the United States. We explain the
transformative power of these data to shed light
on variation across subpopulations, construct
consistent long-run statistical indices, generate
new quasi-experimental research designs, and
track diverse outcomes from natural and con-
trolled experiments.
The second part of the Review describes the

marked expansion of private sector data on eco-
nomic activity. We outline the potential of these
data in creating aggregate economic statistics
and some nascent attempts to do this. We then
discuss the rise of collaborations between aca-
demics and data-rich companies. These relation-
ships have some trade-offs in terms ofmaintaining
data confidentiality and working with samples
that have been collected for business rather than
research purposes. But as we illustrate with ex-
amples from recent work, they also provide re-
searchers with a look inside the “black box” of
firms and markets and create new opportunities
to conduct and evaluate randomized experiments.
The third part of this Review addresses sta-

tistical methods and the role of economic theory
in the analysis of large-scale data sets. Today,
economists routinely analyze large data sets with
the same econometric methods used 15 or 20

years ago. We contrast these methods to some
of the newer data mining approaches that have
become popular in statistics and computer sci-
ence. Economists, who tend to place a high pre-
mium on statistical inference and the identification
of causal effects, have been skeptical about these
methods, which put more emphasis on predic-
tive fit and handling model uncertainty and on
identifying low-dimensional structure in high-
dimensional data. We argue that there are con-
siderable gains from trade. We also stress the
usefulness of economic theory in helping to or-
ganize complex and unstructured data.
We conclude by discussing a few challenges in

making use of new data opportunities, in par-
ticular the need to incorporate data management
skills into economics training, and the difficulties
of data access and research transparency in the
presence of privacy and confidentiality concerns.

The rise of empirical economics

Hamermesh (1) recently reviewed publications
from 1963 to 2011 in top economics journals.
Until the mid-1980s, the majority of papers were
theoretical; the remainder reliedmainly on “ready-
made” data from government statistics or surveys.
Since then, the share of empirical papers in top
journals has climbed to more than 70%, and a
substantial majority of these papers use data that
have been assembled or obtained by the authors
or generated through a controlled experiment.
This shift mirrors the expansion of available

data. Even 15 or 20 years ago, interesting and
unstudied data sets were a scarce resource. Gather-
ing data on a specific industry could involve hunt-
ing through the library or manually extracting
statistics from trade publications. Collaborations
with companies were unusual, as were exper-
iments, both in laboratory settings and in the
field. Nowadays the situation is very different
along all of these dimensions. Apart from simply
having more observations and more recorded
data in each observation, several features differ-
entiate modern data sets from many used in
earlier research.
The first feature is that data are now often

available in real time. Government surveys and
statistics are released with a lag of months or
years. Of course, many research questions are

naturally retrospective, and it is more impor-
tant for data to be detailed and accurate rather
than available immediately. However, adminis-
trative and private data that are continuously
updated have great value for helping to guide
economic policy. Below, we discuss some early
attempts to use Internet data to make real-time
forecasts of inflation, retail sales, and labor mar-
ket activity and to create new tracking measures
of the economy.
The second feature is that data are available

on previously unmeasured activities. Much of
the data now being recorded is on activities that
were previously difficult to quantify: personal
communications, social networks, search and
information gathering, and geolocation data.
These data may open the door to studying issues
that economists have long viewed as important
but did not have good ways to study empirically,
such as the role of social connections and geo-
graphic proximity in shaping preferences, the
transmission of information, consumer purchas-
ing behavior, productivity, and job search.
Finally, data come with less structure. Econo-

mists are used toworkingwith “rectangular”data,
with N observations and K << N variables per
observation and a relatively simple dependence
structure between the observations. Newdata sets
often have higher dimensionality and less-clear
structure. For example, Internet browsing histor-
ies contain a great deal of information about a
person’s interests and beliefs and how they evolve
over time. But how can one extract this infor-
mation? The data record a sequence of events
that can be organized in an enormous number of
ways, which may or may not be clearly linked
and from which an almost unlimited number of
variables can be created. Figuring out how to
organize and reduce the dimensionality of large-
scale, unstructured data is becoming a crucial
challenge in empirical economic research.

Public sector data: Administrative records

In the course of administering the tax system,
social programs, and regulation, the federal gov-
ernment collects highly detailed data on individ-
uals and corporations. The same is true of state
and local governments, albeit with less uniform-
ity, in areas such as education, social insurance,
and local government spending. As electronic ver-
sions of these data become available, they in-
creasingly are the resource of choice for economists
who work in fields such as labor economics, pub-
lic finance, health, and education.
Administrative data offer several advantages

over traditional survey data. Workhorse surveys—
such as the Survey of Consumer Finances, the
Current Population Survey, the Survey of In-
come and Program Participation, and the Panel
Study on Income Dynamics—can suffer from
substantial missing data issues, and the sample
size may be limited in ways that preclude
natural quasi-experimental research designs (2).
The richmicrolevel administrative data setsmain-
tained by, among others, the Social Security Ad-
ministration, the Internal Revenue Service, and
the Centers forMedicare andMedicaid, often have
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high data quality and a long-term panel structure.
Sample selection and attrition, a common issue
with survey panels, is not a primary concern (3).
These “universal” data sets are especially pow-

erful for analyzing population variation. For in-
stance, Piketty and Saez (4) have used tax records
to calculate income and wealth shares for the
very upper portion of the income distribution.
These calculations are problematic for tradition-
al surveys because of small sample sizes, under-
reporting of high incomes or asset levels, and
the fact that surveys generally extend back only
a few years or, at most, decades. In contrast, tax
data allow for the creation of relatively homog-
eneous time series spanning many decades, or
even centuries.
Administrative data have been similarly useful

in documenting regional disparities in economic
mobility (5) (Fig. 1) and health care spending (6),
in discovering the wide variation in test-score
value-addedmeasures across public school teach-
ers (7), and in identifying the sizable differences
in wages and productivity across otherwise sim-
ilar firms (8, 9). In each case, researchers have
used large-scale administrative data to measure
and compare the relevant variable (e.g., income,
spending, productivity, or wages) across small
subpopulations of individuals or firms. These re-
sults have helped to guide policy discussions and
define research agendas in multiple subfields of
economics.

Recent work also highlights the value of using
administrative data for causal inference and poli-
cy evaluation. For these purposes, administrative
data can be valuable both because its coverage
and detail allow for novel research designs and
because of the possibility of linking records to
track outcomes from an existing experiment or
quasi-experiment. The last point is an important
one.Matching a data set with a random survey of
1 million U.S. households will reduce the original
sample to just 1% of its original size. Merging
with administrative data may leave the sample
virtually unchanged.
Akerman et al.’s (10) recent study of the effects

of broadband Internet access is illustrative of
how administrative data sets can be combined
to perform a successful evaluation study. Their
research design relies on the gradual expansion
of broadband access in Norway into different
geographic regions. The authors link this stag-
gered rollout to administrative tax records to
estimate how broadband adoption affected firm
wages and productivity. By linking individual and
firm-level administrative data sets, the authors
can observe multiple outcome measures and as-
sess the effect broadband access has on specific
subpopulations—for example, broadband access
turns out to have very different effects on work-
ers of different education levels.
The same advantages of universal coverage ap-

ply when the experiment or quasi-experiment

that forms the basis for the study’s research
design affects only a relatively small population.
A recent example is Chetty et al.’s (11, 12) study of
the long-term effects of teacher quality. The au-
thors use student-level test-score data from a
specific city and identify a quasi-experiment in
the way students are assigned to teachers that
creates variation in teacher quality. The notable
step comes when the authors link the student
records to administrative tax data and are able to
trace the effect of teacher quality on the students’
subsequent wages, two decades later.
Several recent studies have also used admin-

istrative records in powerful fashion to track
outcomes from truly randomized experiments.
Chetty et al. (13) track the future earnings of
students who were randomly assigned to class-
rooms during the Tennessee STAR (Student-
TeacherAchievementRatio) experiment conducted
in the late 1980s. Taubman et al.’s (14) evaluation
of the Oregon Medicaid expansion similarly uses
a range of administrative data to track outcomes
after an episode in which Oregon expanded its
Medicaid program to a randomly selected subset
of newly eligible individuals. The latter study links
state administrative data, hospital admission re-
cords, private sector credit bureau records, and
more targeted survey data to estimate the impact
of Medicaid on health and financial measures.
The potential of administrative data for aca-

demic research is just starting to be realized, and
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Fig. 1. Economic mobility across U.S. commuting zones. Heat map of upward income mobility using anonymous earnings records on all children in the
1980–1985 birth cohorts. Upward incomemobility ismeasured by the probability that a child reaches the top quintile of the national family income distribution
for children, conditional on having parents in the bottom quintile of the family income distribution for parents.Children are assigned to commuting zones based
on the location of their parents (when the child was claimed as a dependent), irrespective of where they live as adults. [Reprint of appendix figure VIb in (5)]
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substantial challenges remain (15, 16). This is par-
ticularly true in theUnited States, where confiden-
tiality and privacy concerns, as well as bureaucratic
hurdles, havemade accessing administrative data
sets and linking records between these data sets
relatively cumbersome. European countries such
as Norway, Sweden, and Denmark have gone
much farther to merge distinct administrative
records and facilitate research. Card et al. (3)
have articulated a set of principles for expanding
access to administrative data, including compe-
tition for data access, transparency, and preven-
tion of disclosure of individual records. We view
these as useful guideposts. However, even with
today’s somewhat piecemeal access to adminis-
trative records, it seems clear that these data will
play a defining role in economic research over the
coming years.

Private sector data: Collection
and collaborations

An evenmore dramatic change in data collection
is occurring in the private sector. Whereas the
popular press has focused on the vast amount of
information collected by Internet companies such
as Google, Amazon, and Facebook, firms in every
sector of the economy now routinely collect and
aggregate data on their customers and their
internal businesses. Banks, credit card compa-
nies, and insurers collect detailed data on house-
hold and business financial interactions. Retailers
such as Walmart and Target collect data on
consumer spending, wholesale prices, and inven-
tories. Private companies that specialize in data
aggregation, such as credit bureaus or marketing
companies such as Acxiom, are assembling rich
individual-level data on virtually every household.

Although the primary purpose of all this data
collection is for business use, there are also po-
tential research applications in economics and
other fields. These applications are just starting
to be identified and explored, but recent research
already provides some useful signals of value.
One potential application of private sector data

is to create statistics on aggregate economic ac-
tivity that can be used to track the economy or
as inputs to other research. Already the payroll
service companyADPpublishesmonthly employ-
ment statistics in advance of the Bureau of
Labor Statistics, MasterCard makes available
retail sales numbers, and Zillow generates house
price indices at the county level. These data may
be less definitive than the eventual government
statistics, but in principle they can be provided
faster andperhaps at amore granular level,making
themuseful complements to traditional econom-
ic statistics.
The Billion Prices Project (BPP) at the Massa-

chusetts Institute of Technology is a related
researcher-driven initiative. The BPP researchers
coordinate with Internet retailers to download
daily prices and detailed product attributes on
hundreds of thousands of products (17). These
data are used to produce a daily price index.
Although the sample of products is, by design,
skewed toward products stocked by online re-
tailers, it can replicate quite closely the consumer
price index (CPI) series generated by the Bureau
of Labor Statistics, with the advantage that the
standard consumer series is published monthly,
with a lag of several weeks. More interestingly,
the project generates price indices for countries
in which government statistics are not regularly
available or countries in which the published

government statistics may be suspect for mis-
reporting, as in Argentina (18) (Fig. 2).
Baker et al. (19) have adopted a similar data

aggregation strategy by assembling the full texts
of 10 leading newspapers to construct a daily
index of economic policy uncertainty. In contrast
to the BPP indices, their Economic Policy Uncer-
tainty Index is a new measure of economic ac-
tivity that does not have a parallel in any formal
government report. However, it captures a con-
cept that economists have argued may be impor-
tant for understanding firm investment decisions
and macroeconomic activity.
Recent work suggests that publicly available

search query data or tweets on Twitter might be
used to provide similar statistics on aggregate
activity (20, 21). As an example, Varian and co-
authors (22, 23) use Google search data to provide
short-run forecasts of unemployment, consumer
confidence, and retail sales. Their analysis has
parallels to the well-known Google Flu Trends
index, which used search query data to predict
the Center for Disease Control’s measure of flu
infections. There is a cautionary note here aswell,
given that the Google Flu Trends index model
broke down as Google changed its underlying
search algorithm (24). It is likely that successful
economic indices using private data will have to
be maintained and updated carefully.
A second application of private data is to allow

researchers to look “inside” specific firms or mar-
kets to study employee or consumer behavior or
the operation of different industries. Recent
work in this vein often relies on proprietary
data obtained through collaborations with pri-
vate firms. These agreements may take various
forms, depending on the sensitivity of the data
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Fig. 2. BPP price index. Dashed red lines show the monthly series for the
CPI in the United States (A) and Argentina (B), as published by the formal
government statistics agencies. Solid black lines show the daily price index
series, the “State Street’s PriceStats Series” produced by the BPP, which
uses scraped Internet data on thousands of retail items. All indices are
normalized to 100 as of 1 July 2008. In the U.S. context, the two series track

each other quite closely, although the BPP index is available in real time and
at a more granular level (daily instead of monthly). In the plot for Argentina,
the indices diverge considerably, with the BPP index growing at about twice
the rate of the official CPI. [Updated version of figure 5 in (18), provided
courtesy of Alberto Cavallo and Roberto Rigobon, principal investigators of
the BPP]
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fromaprivacy andbusiness perspective. Research-
ersmay have to agree to keep the underlying data
confidential. In exchange, however, they often get
to work with granular employee- or customer-
level data that provide a window into the de-
tailed operations of specific businesses ormarkets.
Relative to government surveys or administra-

tive data, company data have some important
differences. Sampling usually is not representa-
tive, and how well findings generalize must be
evaluated case by case. Data collection empha-
sizes recency and relevance for business use, so
variables and data collection may not be compa-
rable and uniform over long periods. In short,
the data are best viewed as “convenience” sam-
ples, albeit with potentially enormous scale. At
the same time, private entities are not bound by
some of the bureaucratic constraints that limit
public agencies. The detail of private data can be
much greater, the computing resources can be
more powerful, and private companies can have
far more flexibility to run experiments.
The detail and granularity of private data can

offer novel opportunities to study a range of
markets. For example, as part of collaboration
with researchers at eBay, we recently used their
marketplace data to study the effect of sales taxes
on Internet shopping (25). One of our empirical
strategies was to find instances in which mul-
tiple consumers clicked on a particular item and
then compare consumers located in the same
state as the seller (in which case the seller col-
lected sales tax) to consumers located at a similar
distance but across state lines (so that no sales

tax was collected). The idea of the research de-
sign is to assess the sensitivity to sales taxes for
otherwise similar consumers looking at the exact
same product listing. This sort of analysis would
not have been feasible without access to under-
lying browsing data that allowed us to sift through
billions of browsing events to identify the right
ones for our empirical strategy.
In two other recent studies (26, 27), also un-

dertaken in collaboration with eBay, we studied
the effectiveness of different Internet pricing and
sales strategies. To do this, we identifiedmillions
of instances in which an online seller listed the
same item for sale multiple times with different
pricing or shipping fees or using alternative sales
mechanisms (e.g., by auction or by posted price)
(Fig. 3). We then used the matched listings to
estimate the demand response to different item
prices and shipping fees, compare auctions with
posted price selling, and study alternative sales
mechanisms such as auctions with a “buy-now”
option. This type of large-scale, microlevel study
of market behavior is likely to become more and
more common in coming years.
Similar to some of the research described above,

a central theme in these papers is the use of
highly granular data to find targeted variation
that plausibly allows for causal estimates (in
these examples, estimates of the effects of sales
tax collection, pricing changes, and so forth). In
the Internet case, this comes in moving from
aggregated data on market prices and quantities
to individual browsing data or seller listing data.
Having granular data on a market with billions

of transactions also provides a chance to analyze
specific consumer ormarket segments: geographic
variation, new and used goods, or experienced
versus inexperienced sellers. In addition, having
richer data can be useful in constructing more
nuanced outcome measures. As an example, in
studying the effects of sales taxes, we were able
to examine not only whether facing a sales tax
deterred buyers from purchasing but alsowhether
they continued browsing and then purchased a
similar untaxed item.
Large-scale granular data can also be particu-

larly useful for assessing the robustness of iden-
tifying assumptions. Virtually every observational
study in economics must deal with the critique
that even after controlling for sources of confound-
ing, the data do not approximate a controlled
experiment. For example, in our work on Internet
selling strategies, we aggregated many matched-
listing episodes, hoping that each episode might
approximate a pricing experiment conducted
by the seller. But sometimes sellers may make
pricing changes in response to consumer de-
mand, complicating what one can infer from the
price change. One way to check if this contami-
nates the results is to use narrower matching
strategies that remove potential sources of
confounding—for instance, focusing on cases
in which sellers post two offers at the exact same
time. This type of extra detective work is much
easier with plentiful data.
Collaborations with private sector firms can

also give rise to structured economic experi-
ments. This type of research has accelerated

1243089-4 7 NOVEMBER 2014 • VOL 346 ISSUE 6210 sciencemag.org SCIENCE

Fig. 3. Matched listings on eBay. (A) Screenshot showing a “standard” set of listings on eBay,
after a search for “taylormade driver” on 12 September 2010. (B) Screenshot showing a matched
set. It shows the first 8 out of 31 listings for the same golf driver by the same seller. All of the listings

were active on 12 September 2010.Of the eight listings shown, four are offered at a fixed price of $124.99.The other four listings are auctions with slightly varying
end times.The listings have different shipping fees (either $7.99 or $9.99). Such matched sets are ubiquitous on eBay and are useful as natural experiments in
assessing the effects of changes to sale format and parameters. [Reprint of figure 1 in (26)]
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and is particularly low-cost and scalable on the
Internet, where experimentation is already a
standard business practice (28, 29). Recent ex-
amples include Ostrovsky and Schwarz (30), who
worked with Yahoo! to test the use of different
reserve prices in advertising auctions; Blake et al.
(31), who worked with eBay to selectively shut
down its Google search advertising and track the
effect on eBay site visits and sales; and Horton
(32), who worked with oDesk to provide recom-
mendations to employers about who to hire (33).
As in the case of administrative data, econo-

mists working with private companies face some
challenges, particularly regarding data access.
Although companies may be willing to make
small, nonsensitive data sets public, researchers
usually have to agree to keep data confidential if
they want to work directly with company records.
As a result, opportunities for other researchers
to replicate or extend studies may be limited. In
addition, some collaborative research projects are
part of broader consulting or employment rela-
tionships, raising issues regarding conflict of in-
terest and selectivity in what results are pursued
or submitted for publication.
These issues have only recently become a ma-

jor topic of discussion in economics, as journals
and research organizations have begun to adopt
policies on transparency and disclosure. As com-
panies capture increasing amounts of economic
data, however, it seems almost certain that col-
laborations between academics and private sec-
tor firms will expand, so we hope that disclosure
policies will prove effective and that companies
will begin to establish open processes for allow-
ing researchers access to data in ways that
reasonably maintain privacy and confidentiality.
The underlying issues around data privacy and
acceptable types of research experiments are
clearly sensitive ones that need to be handled
with care and thoughtfulness (34).

Econometrics, machine learning, and
economic theory

Recent economic research using large data sets
has relied primarily on traditional econometric
techniques. The estimated models usually focus
on one or a few coefficients of interest, which
often represent the causal effect of a particular
policy or policies. Researchers put considerable
thought and effort into controlling for heteroge-
neity or other confounding factors, often using a
large set of fixed effects, and into obtaining care-
fully constructed standard errors for the main
parameters of interest. Though studies often fo-
cus on a single preferred specification, frequent-
ly linear, it is typical to assess the robustness of
the results by estimating a variety of alternative
specifications and running placebo regressions to
see if the preferredmodel generates false-positive
findings.
This approach, both in conception and execu-

tion, stands in contrast to some of the data
mining methods that have become popular for
large-data applications in statistics and computer
science [e.g., (35, 36)]. These latter approaches
put more emphasis on predictive fit, especially

out-of-sample fit, and on the use of data-driven
model selection to identify the most meaningful
predictive variables (37). There often is less at-
tention paid to statistical uncertainty and standard
errors and considerably more to model uncer-
tainty. The common techniques in this sort of
data mining—classification and regression trees,
lasso andmethods to estimate sparsemodels, boost-
ing,model averaging, and cross-validation—have
not seen much use in economics (38).
There are some good reasons why empirical

methods in economics look the way they do.
Economists are often interested in assessing the
results of a specific policy or testing theories that
predict a particular causal relationship. So em-
pirical research tends to place a high degree of
importance on the identification of causal effects
and on statistical inference to assess the signif-
icance of these effects. Having a model with an
overall high degree of predictive fit is often
viewed as secondary to finding a specification
that cleanly identifies a causal effect.
Consider a concrete example: Suppose we set

out to measure whether taking online classes im-
proves a worker’s earnings. An economist might
hope to design an experiment or to find a natural
experiment that induced some workers to take
online classes for reasons unrelated to their pro-
ductivity or current earnings (e.g., a change in
the advertising or pricing of online classes).
Absent an experimental design, however, she
might consider estimating a model such as

yi ¼ aþ bxi þ zi ′gþ ei ð1Þ
where yi is the outcome (an individual’s earn-
ings in a given year), xi is the policy of interest
(whether the worker has taken online classes
before that year), b is the key parameter of in-
terest (the effect of online education on earn-
ings), a and g are other parameters, zi is a set of
control variables, and ei is an error term.
The hope is that in a group of individuals with

the same zi , whether or not an individual decides
to take online classes is not related in a mean-
ingfulway to their earnings. Better data obviously
help. With detailed individual data over time,
the control variables might include a dummy
variable for every individual in the sample and
perhaps for every employer. Then the effect of
online education would be estimated by com-
paring increases in worker earnings for those
who take online classes to increases in earnings
for those who do not, perhaps even making the
comparison within a given firm. The focus of
the analysis would be on the estimate of b, its
precision, and on whether there were impor-
tant omitted variables (e.g., a worker becoming
more ambitious and deciding to take classes
and work harder at the same time) that might
confound a causal interpretation.
Given the same data, a machine learning ap-

proach might start with the question of exactly
what variables predict earnings, given the vast
set of possible predictors in the data, and the
potential for building amodel that predicts earn-
ings well, both in-sample and out-of-sample. Ul-
timately, a researcher might estimate a model

that provides a way to predict earnings for indi-
viduals who have and have not taken online
classes, but the exact source of variation identify-
ing this effect—in particular, whether it was ap-
propriate to view the effect as causal—and inference
on its statistical significance might be more diffi-
cult to assess.
This example may help to illustrate a few rea-

sons economists have not immediately shifted to
new statistical approaches, despite changes in
data availability. An economist might argue that,
short of an experimental approach, the first ob-
servational approach has the virtue of being trans-
parent or interpretable in how the parameter of
interest is identified, as well as conducive to sta-
tistical inference on that parameter. Yet a re-
searcherwhowanted to predict earnings accurately
might view the first model as rather hopeless,
particularly if it included a dummy variable for
every individual and the researcher wanted to
predict out-of-sample.
However, the two approaches are not neces-

sarily in competition. For instance, if only a sub-
set of control variables is truly predictive, an
automated model-selection approach may be
helpful to identify the relevant ones (39, 40). Data
mining methods may also be useful if there are
important interaction effects (41) so that one cares
about predicting effects for specific individuals
rather than an average effect for the population. A
potential benefit of large data sets is that they
allow for more tailored predictions and estimates
(e.g., a separate b depending on many specifics of
the environment). Rather than estimate only av-
erage policy treatment effects, it is possible to
build models that map individual characteristics
into individual treatment effects and allow for an
analysis of more tailored or customized policies.
The potential gains from trade go in the other

direction as well. To the extent that machine
learning approaches are used to assess the ef-
fect of specific policy variables and the estimates
are given a causal interpretation, the economists’
focus on causal identification is likely to be useful.
Economic theory also plays a crucial role in

the analysis of large data sets, in large part be-
cause the complexity of many new data sets calls
for simpler organizing frameworks.Economicmod-
els are useful for this purpose.
The connection between big data and econom-

ic theory can already be seen in some applied
settings. Consider the design of online advertis-
ing auctions and exchanges. These markets—run
by companies such as Google, Yahoo!, Facebook,
andMicrosoft—combine big data predictivemod-
els with sophisticated economic market mecha-
nisms. The predictive models are used to assess
the likelihood that a given user will click on a
given ad. This might be enough for a company
such as Google or Facebook, with enormous
amounts of data, to figure out which ads to show.
However, it does not necessarily tell them how
much to charge, and given that each ad impression
is arguably distinct, trying to experimentally set
hundreds of millions of prices could be a chal-
lenge. Instead, these companies use (quite sophis-
ticated) auction mechanisms to set prices.
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The operation of the auction market depends
on the interplay between the predictive model-
ing and the incentive properties of the auction.
Therefore, making decisions about how to run
this type of market requires a sophisticated un-
derstanding of both big data predictivemodeling
and economic theory. In this sense, it is no sur-
prise that over the past several years many of the
large e-commerce companies have built econom-
ics teams (in some cases, headed by high-profile
academic researchers) or combined economists
with statisticians and computer scientists or that
computer science researchers interested in on-
line marketplaces draw increasingly on economic
theory.
More generally, we see some of the main con-

tributions that economists canmake in data-rich
environments as coming from the organizing
framework provided by economic theory. In
the past century, most of the major advances in
economics came in developing conceptual or
mathematical models to study individual deci-
sions, market interactions, or themacroeconomy.
Frequently, the key step in successful modeling
has been simplification: taking a complex envi-
ronment and reducing it down to relationships
between a few key variables. As data sets be-
come richer and more complex and it is difficult
to simply look at the data and visually identify
patterns, it becomes increasingly valuable to have
stripped-down models to organize one’s think-
ing about what variables to create, what the re-
lationships between them might be, and what
hypotheses to test and experiments to run. Al-
though the point is not usually emphasized,
there is a sense that the richer the data, themore
important it becomes to have an organizing the-
ory to make any progress.

Outlook

This review has discussed the ways in which the
data revolution is affecting economic and broad-
er social science research. More granular and
comprehensive data surely allow improved mea-
surements of economic effects and outcomes,
better answers to old questions, andhelp in posing
new questions and enabling novel research de-
signs. We also believe that new data may change
the way economists approach empirical research,
as well as the statistical tools they employ.
Several challenges confront economists wish-

ing to take advantage of these large new data
sets. These include gaining access to data; de-
veloping the datamanagement andprogramming
capabilities needed toworkwith large-scale data
sets (42); and, most importantly, thinking of
creative approaches to summarize, describe, and
analyze the information contained in these data
(29). Big data is not a substitute for common
sense, economic theory, or the need for careful
research designs. Nonetheless, there is little doubt
in our own minds that it will change the land-
scape of economic research. Here we have out-
lined some of the vast opportunities. We look
forward to seeing how they will be realized.
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