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ABSTRACT: 
 
A new algorithm “T-Apriori” based on time constraint is designed and implemented on the basis of analyzing the related definitions 
and general steps of temporal association rule mining. The concepts of ecological event and sequence of ecological events are 
proposed and the problems of temporal association rule mining based on a sequence of ecological events are discussed in details. A 
sequence of ecological events is an ordered ecological events set. Red tide phenomena of noctiluca scintillans during 1991 and 1992 
in Dapeng bay, South China Sea was taken as an example to validate T-Apriori algorithm and K-means clustering analysis is used to 
map the quantitative association rule problem into the Boolean association rule problem. Our example experiment shows that T-
Apriori algorithm can successfully extract temporal association rules which described the close relationship between environmental 
factors and noctiluca scintillans events. 
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1. INTRODUCTION 

In many practical areas, such as cadastre, meteorology, telecom, 
finance, plenty of time information exists in their data, that is to 
say their data has temporal relativity. The database storing 
temporal information can be named as temporal database. The 
former association rule mining ignores the time characters of 
things, however, the application areas are always changing with 
time(Ren Jiadong et al, 2004), for example, the transaction time 
in supermarket sale records, the brain wave of one patient, the 
number of browsing Web pages everyday, etc(Zhang Baowen et 
al, 2002). Temporal data reflects the development process of 
things which is of great benefit to uncovering the essence of 
things evolution. Temporal association rule mining is to 
discover the valuable relationship among the items in the 
temporal database. 
 
Till now, the research and practise of temporal association rule 
mining have been popular, and many literatures have reported 
(H Mannila et al, 1997; Jef Wijsen et al, 1997; Sridhar 
Ramaswamy et al, 1998; Anthony K. H. Tung et al, 1999; Juan 
M.Ale et al, 2000; Sherri K. Harms et al, 2002; Sherri K. 
Harms et al, 2004). Here, we propose a new algorithm: T-
Apriori based on time constraint and try to look for a new 
application of temporal association rule mining from a different 
viewpoint. Finally, we believe temporal association rule mining 
should be beneficial to the analysis of ecological phenomena 
generating and vanishing process. Since ecological phenomena 
have strong spatial and temporal characteristics, they usually 
occur in the same place while at different time and have 
different forms. For example, red tide phenomena of noctiluca 
scintillans often happens at the specific sea areas, but at 

different periods (noctiluca scintillans usually reproduce from 
march to may in a year, which makes the density of noctiluca 
scintillans increase sharply and results in red tide). We develop 
the concept of sequence of ecological events and apply T-
Apriori algorithm to the analysis of ecological phenomena 
generating and vanishing process. 
 
The remainder of the paper is organized as follows. Chapter 2 
examines the concepts of association rule mining and temporal 
association rule mining. Chapter 3 discusses the temporal 
association rule mining methodology and T-Apriori algorithm. 
The meanings of ecological event and sequence of ecological 
event are explained in Chapter 4. Then a case is given in 
Chapter 5. Finally, Chapter 6 concludes the paper. 
 
 

2. RELATED WORK 

Association rule mining raised by Rakesh Agrawal is an 
important research problem in data mining field. Association 
rule mining aims at detecting the relationship of tuples in 
transactional database and serving decision making (Rakesh 
Agrawal et al, 1993). The association rule is the pattern 
knowledge existing in the given dataset or database. Let’s data 
itemset X = {X1, X2,..., Xm}, Y = {Y1, Y2, ..., Yn}, association 
rule can be represented as the form of “X→Y”, like “X1∩X2∩... 
∩Xm→Y1∩Y2∩... ∩Yn”; Xi (i {1…,m}) and Y∈ j (j {1…,n}) ∈
are all in attribute-value format, and X∩Y = Ф. Association rule 
X→Y expresses “tuples satisfying conditions in X also satisfy 
conditions in Y ”(Zhu Ming, 2002). If rule X→Y is true, then it 
has the support and confidence values, which can be described 
as: 



 

Support (X→Y) = P (X∪Y)                           (1) 
Confidence (X→Y) = P (Y|X)                        (2) 

 
In essence, association rule mining is to find the rule sets 
satisfying minimum support threshold and minimum confidence 
threshold in the dataset or database (Rakesh Agrawal et al, 1993; 
Zhu Ming, 2002). 
 
Comparing with the former association rule mining, temporal 
association rule adds time constraint (it can be time point or 
time range) on association rule. A transaction with time 
information can be described as: {TID, I1, I2 …In, Ts, Te}. TID 
is the ID for each transaction; n-itemsets means there are n 
items in the itemset; Ts and Te represent the start and the end of 
valid time respectively (or the start and the end of transaction). 
Valid time means the event occurring time, while transaction 
time the database time. Ts may equal Te, such as sale records in 
the supermarket (the transaction occurs at one moment). 
According to the definition of strong association rule 
“association rule strictly satisfies minimum support threshold 
and minimum confidence threshold”, we can give the definition 
of strong temporal association rule. 
 
Definition 1 Let min_s and min_c represent minimum support 
threshold and minimum confidence threshold respectively, if 
and only if during [ts, te], support ≥ min_s, confidence ≥ min_c, 
rule X→Y is a temporal association rule, which could be 
described as X→Y (support, confidence, [ts, te]). 
 
Itemset means the collection of items. If there were k items, we 
call it k-itemsets. The itemsets that satisfies min_s is called 
frequent itemset (Zhu Ming, 2002). 
 
 

3. TEMPORAL ASSOCIATION RULE MINING 

3.1 Methodology 

No matter what kinds of tools or algorithms you select, strong 
temporal association rule mining can be divided into 4 steps. 
Step 2 and 3 are the core of the whole process, see Figure 1. 
 
 

 
 

Figure1. Steps of Temporal Association Rules Mining 
 
(1) Data pre-processing. It includes data cleaning, data 

integration, data exchange and data reduction. In virtue of 
data pre-processing, we can get high quality data mining 
object. This is an important step of data mining; 

 
(2) To find the frequent itemsets which have the support no 

less that min_s; 
 
(3) To generate association rules with frequent itemsets. It is 

different to generate association rules without time, 
because it adds time information on frequent itemsets. So 
here the association rules are temporal ones; 

 
(4) To generate rule sets and output. 

3.2 T-Apriori Algorithm Analysis 

After introducing of the concepts and methodology of temporal 
association rule mining, we will focus on the algorithm for 
temporal association rule mining, Appriori algorithm is a basic 
one for getting frequent itemsets as well as an influential one in 
association rule mining. Through generating frequent itemsets 
with time information like temporal constraint, cycle and trend 
characteristics, we propose a temporal association rule mining 
algorithm: T-Apriori as to temporal dataset or database. 
 
According to Definition 1, temporal association rule can be 
described as “X→Y(support, confidence, [ts,te])”. T-Apriori 
algorithm refers time as a constraint. First of all, we need 
analyze the temporal database with respect to time threshold. 
Time threshold is the time point or time range. Time range can 
be expressed as [min_ts, min_te], while time point [min_t], for 
example, [1996, 2000] represents from 1996 to 2000; [2001.03] 
represents Mar.,2001. Then we should delete the time 
information in the temporal dataset or database in order to 
decrease computational complexity and apply the T-Appriori 
algorithm to generate frequent itemsets and corresponding 
temporal association rules. The followings are the details of T-
Appriori algorithm. 
 
3.2.1 Generation of Frequent Itemsets 
In T-Appriori algorithm, the process of frequent itemsets 
generation is similar to Appriori algorithm, but we need special 
treatment of time information. Here T is temporal database, Lk 
is the frequent itemset. 
 
Input: T, min_s 
Output: Results=

k
U Lk 

Algorithm Process: 

 
 
In this algorithm, c.count represent the support of frequent 
itemset c. Apriori_Gen function generates frequent itemset:Ck. 
The input parameter of Apriori_Gen is Lk–1, (k-1)-itemset and 
the output is Ck.In fact, Ck is a superset of L k. The generation of 
C k can be divided into two steps: Join and Prune; After the 
generation of Ck, we need scan the database and calculate the 
support of each subset of Ck. subset performs this function. For 



 

further information, see reference 5 (Rakesh Agrawal et al, 
1994). 
 
Subtract function: the input parameters are RecordSets and 
time threshold, it returns TRecordsets satisfying time threshold. 
Input: RecordSets, [min_ts, min_te]或[min_t] 
Output: TRecordSets 
Algorithm Process: 

 
 
3.2.2 Generation of Temporal Association Rule 
Input: 

k
U Lk，min_c  

Output: rules like x→y(support, confidence, [ts, te]) or 
x→y(support, confidence, min_t) 
Algorithm Process: 

 
 
ap-genrules: to generate rules, see reference 5 (Rakesh 
Agrawal et al, 1994) for detail information. 
 
Add: the input parameter is frequent itemset Lk (without time 
information), it needs scan the TrecordSets and returns the 
temporal association rule.  

 
 
 

4. ECOLOGICAL EVENT 

The regional spatio-temporal distribution of populations of 
organisms is intimately controlled by local environmental 
characteristics, including physical, chemical and meteorological 
aspects. At different time, the change of environmental 
characteristics will lead to some ecological phenomena 
happening at same place or different places. Ecological event 
refers to the behavior of living organisms under certain spatio-
temporal states. All environmental factors, time and the 
behavior of living organisms consist the attribute set of an 
ecological event. A sequence of ecological events s can be 
expressed as a trituple (s, ts, te), s = {(A1, t1), (A2, t2) … (An, tn)}, 
is an ordered ecological events set; Ai (i = 1, 2, … n) represents 
ecological event, its attributes <attributei1, attribute i2,… 
attribute im>; ts，te represents starting and ending time; ti is the 
occurring time of an event, ts≤ti＜te，ti＜ ti+1 (i = 1, 2, … n-1). 
For example, Figure2 shows a sequence of ecological events s = 
(s,1998.01, 1998.09), s = {(A1, 1998.01), (A2, 1998.02), (A3, 
1998.03), (A4, 1998.05), (A5, 1998.08), (A6, 1998.09). 
 
 

 
Figure2. A Sequence of Ecological Events 

 
The red tide phenomena is a kind of typical ecological event, 
for example, in Mar. 1992 in the Dapeng bay, South China Sea, 
sea water temperature (Tem) is in the range of 19-22℃, salinity 
(Sal) 30-35, red tide A occurs, which could be described as (red 
tide A, Mar.1992), attributes of A<Tem, Sal>, Tem∈[19, 22], 
Sal∈[30, 35]. 
 
In order to find the main environmental factors of ecological 
event and the association relationship among these 
environmental factors, we need form a decision table (in the 
format of transactional records) (Fenzhen Su et al, 2004). 
According to prior knowledge, we assume that the behavior of 
living organisms is affected by factors f1, f2, … fn, at different 
time t1, t2, … tn, f1, f2, … fn has different values, Y or N 
indicates the binary presence or absence state of living 
organisms. The long term behavior of these living organisms 
can be regarded as a sequence of ecological events and form a 
decision table including values of the attribute and states, see 
Table1. 
 
 

  
 

Table1. Decision Table 
 
Prior research indicates that the phenomena of red tide and its 
life process are not some isolate events, but rather an 
interactional process. In recent 15 years, the frequency and 
scale of red tide are increasing continuously, which seriously 
destroyed the ocean ecological system and brought damages to 
fishing resources and mariculture. Furthermore, some types of 
hazardous red tide may threaten people live through food chain 
(Shen Fei et al, 2003). Scientific researchers have long 
observed and recorded physical, chemical and meteorological 
parameters in corresponding ocean areas which contains 
abundant ecological information. We should adopt data mining 
techniques via statistical analysis in detecting main 
environmental factors of red tide and building association 
relationship among these factors, which would help us in 
understanding the generation mechanism of red tide and 
provide references for red tide monitoring and management. In 
addition, red tide phenomena have strong temporal 
characteristics and vary with seasons (Qi Yuzao, 2003). So 
temporal association rule mining seems to be an ideal selection. 
We call problems like this as temporal association rule mining 
based a sequence of ecological events. The following will 
elaborate on this with an example of red tide events in Dapeng 
bay, South China Sea. 
 

5. CASE STUDY 

5.1 Data Resource and Data Pre-processing 

5.1.1 Data Resource 
Data resource is the red tide monitoring data in Dapeng bay. 
Dapeng bay lies between Dapeng byland (Baoan county, 
Guangdong province) and Jiulong byland (Hongkong) in the 



 

range of latitude (norht) 22°24′-22°36′, longitude (east) 
114°12′-114°30′, see Figure3. In Figure3, S0, S1 and S2 
represent the monitoring stations (Huang Changjiang et al, 
1997). Dapeng bay is one of the sea areas often subject to red 
tide in the South China Sea and Noctiluca scintillans is a type of 
popular red tide organisms in Dapeng bay. Noctiluca scintillans 
is harmful to seawater ecological balance as well as to fishing 
resources and mariculture (Huang Weijian et al, 1993). Table 2 
consisting of observing data from (Qi Yuzao, 2003; Huang 
Changjiang et al, 1997) is similar to a decision table.  

 

 
 

Figure3. Red Tide Monitoring Stations in Dapeng Bay 
 
 

 
 

Table2. Environmental Parameters Measurements and Red Tide 
Phenomena of Noctiluca Scintillans during 1991 and 1992 in 

Dapeng Bay (part) 
 
 
5.1.2 Data Pre-processing 
Since the data in table 2 is quantitative, it is difficult to use 
association rule mining techniques directly (Ramakrishnan 
Srikant et al, 1996; Ma Chaofei et al, 2003; Jeremy Mennis et 
al, 2005). Ramakrishnan Srikant et al define the problem of 
mining association rules over quantitative and categorical 
attributes in large relational tables as the Quantitative 
Association Rules problem (Ramakrishnan Srikant et al, 1996). 
In order to increase the data quality and mining efficiency, we 
should partition the values of the attribute so as to mapping the 
quantitative association rule problem into the Boolean 
association rule problem. Ramakrishnan Srikant et al proposed 
an equi-depth partitioning the values of the attribute method 
and a formula to compute partitioning number. Equi-depth 
partitioning may not work very well on highly skewed data and 
is inclined to generate too many similar rules (Ramakrishnan 
Srikant et al, 1996). The data in Table2 varies much like 
seawater temperature and chlorophyll a, so it is not suitable to 
adopt this equi-depth partitioning method. 
 
Clustering analysis is the searching for groups (clusters) in the 
data, in such a way that samples belonging to the same cluster 

resemble each other, whereas samples in different clusters are 
dissimilar. K-means algorithm is one of the most widely used 
clustering (partitioning) algorithms. This algorithm initially 
takes k clusters. Next, it examines each component in the 
population and assigns it to one of the clusters depending on the 
minimum distance. The centroid's position is recalculated every 
time a component is added to the cluster and this continues until 
all the components are grouped into the final k clusters (Zhai 
Liang et al, 2005). We can learn from the idea of clustering 
analysis and adopt k-means algorithm to partition the values of 
the attribute. According to the observation values of Dapeng 
bay and their distribution status, we can assign the partitioning 
number. We also need to point out the partitioning number 
should not be so big that there were few samples (observation 
values) in one cluster. Spss software is employed here do this 
job and we get Figure4, based on which we can map the 
quantitative association rule problem into the Boolean 
association rule problem and get Table3, a table in the format of 
transactional records. In Table3, Iuv represents attribute items (u 
corresponds to “seawater temperature”, “salinity”, “dissolved 
oxygen”, “pH”, “chemical oxygen consumption” and 
“chlorophyll a” respectively, u∈[1, 6]; v corresponds to “class 
1”, “class 2” and “class 3” respectively, v∈[1, 4]); “Y” and 
“N” represents whether the red tide event has occurred. 
 
 

 
 

Figure4. Attributes Partition of Environmental Parameters 
Measurements 

 

 
 

Table3. Mapping to Transactional Records (part) 
 
 



 

5.2 Applying T-Apriori Algorithm 

Our T-Apriori algorithm is implemented in VC++6.0 and our 
were performed on an Dell PC with 256 MB of main memory 
and P Ⅳ  2.40GHz. The data from Table3 was stored in 
Microsoft Access database. Figure5 shows the preferences 
dialog and output results, for example let minimum support = 
0.20; minimum confidence = 0.65; time from 1991.02 to 
1992.05. 
 
 

 
 

Figure5. Preferences Dialog and Output Results 
 

Many rules could be extracted. It’s difficult to identify the ones 
useful or valuable and we need further analysis or interpretation 
in virtue of our knowledge of red tide. For example, we can 
choose one rule with “minimum support = 0.20; minimum 
confidence = 0.65; time from 1991.02 to 1992.05” to analyse: 

 I11,I32→Y(0.25,0.667, [1991.03,1991.04]∪[1992.03,1992.04]) 

This rule means that from the historical observation data (from 
1991 to 1992) we could find out that there would occur red tide 
phenomena of noctiluca scintillans in the target sea area (Da 
peng bay) if seawater temperature lied in the range of 16.6-20.6
℃ and dissolved oxygen in the range of 6.80-7.84 mg•L-1. It 
indicates that seawater temperature and dissolved oxygen 
contribute more to noctiluca scintillans events than other 
environmental factors, which could enlighten ecological 
scientists to research on the mechanisms of these two factors' 
influence. It also shows that red tide phenomena of noctiluca 
scintillans in Da peng bay always occur during March and April 
every year, which would remind relating departments to take 
special actions in these months. 
 
Being affected by the data source, we only discuss the 
relationship between noctiluca scintillans phenomena and 
environmental factors in a given area and time period. The 
identification of noctiluca scintillans alarm value is changed 
with different time and sea areas. Here we just select a Boolean 
value (Y/N) to compute. If the data content were abundant, we 
would partition the noctiluca scintillans phenomena into 
different levels according to its density index, like serious, less 
serious and trivial. Thus, we could compute and analyze the 
influence of environmental factors variation on noctiluca 
scintillans density, from which we would understand the 
growing characteristics of noctiluca scintillans and take 
corresponding measures to forecast. With the accumulation of 
observation data year by year, we shall learn from the 
tremendous history data and get useful knowledge through 
spatio-temporal data mining techniques. It is critical to build the 
knowledge database of various algae in the establishment red 
tide forecasting and warning system. 
 
 

6. CONCLUSIONS 

With the development of technology, the difficulty to obtain 
data is decreasing and the difficulty to analyse the huge volume 
of data is increasing. That is to say, it is technically more 
difficult to extract knowledge from the huge volume of data 
which are currently being stored in databases (Fenzhen Su et al, 
2004). Temporal association rule mining aiming at detecting 
correlations in transactional and relational data that possess a 
time component seems to be a promising analytical tool for 
spatio-temporal data analysis. We have presented in this paper a 
temporal association rule mining algorithm: T-Apriori 
algorithm and discussed the problems of temporal association 
rule mining based on a sequence of ecological events. Red tide 
phenomena of noctiluca scintillans during 1991 and 1992 in 
Dapeng bay, the South China Sea was taken as an example to 
validate T-Apriori algorithm and K-means clustering analysis 
was used to map the quantitative association rule problem into 
the Boolean association rule problem. Our example experiment 
shows that T-Apriori algorithm can successfully extract 
temporal association rules which describe the close relationship 
between environmental factors and noctiluca scintillans events. 
Although this case study shows that temporal association rule 
mining based on T-Apriori algorithm is effective in detecting 
the correlation between environmental factors and ecological 
events, there are still several issues that warrant further research.  
 
First, the efficiency of T-Apriori algorithm should be taken into 
account for dealing with very large database. We shall test its 
efficiency and make improvements. Second, the impact of using 
clustering method in partitioning the values of the attribute so 
as to mapping the quantitative association rule problem into the 
Boolean association rule problem needs careful consideration, 
since this method may not be significant in other situations and 
the partition results will affect the generated rules directly. 
Third, how to extract automatically interesting rules from the 
multitude of rules is one puzzling issue. Even many business 
data mining softwares failed in solving this problem well. A 
number of authors have suggested approaches beyond support 
and confidence for measuring the “interestingness” of 
association rules (Jeremy Mennis et al, 2005). Finally, and 
perhaps most important, temporal association rule mining 
should be extended to sequential patterns mining, periodicity 
mining, cyclic rules mining, ratio rules mining, etc, for better 
understanding the ever changing world. 
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