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Baayen’s book must surely in the future become the standard point of departure for
statistical studies of vocabulary.

Baayen begins with a puzzle that has troubled many investigators who have stud-
ied vocabulary richness, for instance, people hoping to find stylistic constants charac-
teristic of individual authors for use in literary or forensic authorship disputes. Naı̈vely
one imagines that the ratio of number of distinct word types in a document to number
of word tokens—the “type/token ratio,” or as Baayen prefers, exchanging numerator
and denominator, the “mean word frequency”—might be a suitable index. It is not,
because it is not independent of sample size. In most domains, sample means fluctu-
ate randomly around population means while getting closer to them as sample sizes
increase. In natural language vocabulary studies, mean word frequencies systemati-
cally increase with sample size even when samples of tens of millions of words are
examined.

To make the point concrete, Baayen compares Lewis Carroll’s Alice in Wonder-
land and Alice through the Looking-Glass. One might hypothesize that greater experience
would lead a writer to use a richer vocabulary in a later book, but mean word fre-
quency is actually higher (i.e., type/token ratio lower) in Through the Looking-Glass than
in Wonderland: 10.09 to 10.00. Through the Looking-Glass, however, is a somewhat longer
book. If just the first 26,505 words are used (this is the length of the earlier book), the di-
rection of the difference in mean word frequencies is reversed: 9.71 to 10.00. Normally,
more data give a more accurate picture (of anything); but here the direction of change
in frequency, from 9.71 for 26,505 words to 10.09 for 29,028 words, is usual. Can we
conclude that Carroll was using a richer vocabulary in the later book, because of the
figures for equal-sized samples? Or that he was using a less rich vocabulary, because
of the figures for total available samples? Or can we make no inference either way?

A number of scholars have devised formulae more complex than the simple
type/token ratio in an attempt to define characteristic constants that are indepen-
dent of sample size. Gustav Herdan argued in a series of works that were influential
in the 1960s that the ratio of the logarithms of number of types and number of tokens
was such a constant. Baayen considers “Herdan’s law” and various other proposals in
the literature, such as G. K. Zipf’s, and shows empirically that each is mistaken: All the
measures turn out to be dependent on sample size (though one proposed by Honoré
[1979] appears to be less so than the others). Conversely, Baayen quotes Naranan and
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Balasubrahmanyan (1998, page 38) as claiming that “a word frequency analysis of a
text can reveal nothing about its characteristics.” Eventually, Baayen is able to show
that this negative position is also unjustified; but between that conclusion and the
statement of the puzzle lie some two hundred pages of fairly dense mathematics.
(This is certainly not a book for the mathematically fainthearted. Baayen does a great
deal, though, to help the reader follow him through the thickets. Not only does each
chapter end with a summary of its findings, but—unusually for a work that is not a
student textbook—Baayen also gives lists of test questions that the diligent reader can
work through to consolidate his understanding of the material.)

What lies behind the unusual relationship between type frequencies and sample
sizes in the case of vocabulary? Baayen clarifies the situation by an analogy with die-
throwing. Think of repeated throws of a single die as a system generating a sequence
over the vocabulary “one, two, . . . , six”: Baayen plots a graph showing how the
expected frequency spectrum (that is, the number of vocabulary elements observed
once, the number of vocabulary elements observed twice, . . .) changes as the sequence
is extended. For hapax legomena (elements of the vocabulary observed once each), the
expected figure rises to a maximum of about 2.5 (I am reading approximate figures
off Baayen’s plot rather than calculating exact figures for myself) at five throws, and
then falls back to near zero by 40 throws. For successive elements of the spectrum, the
waves are successively lower and later, but the pattern is similar: for dis legomena (types
observed twice) the maximum is about 1.8 at about 12 throws and close to zero by
about 60 throws, and so on. Meanwhile, a plot on the same graph of expected sample
vocabulary size rises rapidly and is close to the population vocabulary (i.e., six) by
40 throws. In most domains to which statistical techniques are applied, sample sizes
are large enough to involve areas far out to the right of this kind of graph (a serious
examination of possible bias in a die would surely involve hundreds of throws), so the
special features of its left-hand end are irrelevant. With natural language vocabulary
studies, on the other hand, even the largest practical samples leave us in an area
analogous to the extreme left-hand end of the die-throwing graph, with numbers
of hapax legomena (and consequently also dis legomena, tris legomena, etc.), as well as
vocabulary size, continuing to grow with increased sample size and showing no sign
of leveling out.

Using a term borrowed from Khmaladze (1987), Baayen describes achievable sam-
ple sizes in vocabulary studies as falling into the “large number of rare events” (LNRE)
zone of the sample-size scale. The intuitive meaning of this is fairly clear, and it is
made exact through alternative formal definitions. Much of Baayen’s book is about the
special mathematical techniques relevant to the study of LNRE distributions. (Using
these techniques, it turns out that the growth in vocabulary richness between Alice in
Wonderland and Alice Through the Looking-Glass, after truncation to make their length
the same, is marginally significant.) Not all of the exposition is original with Baayen.
One of the many virtues of his book lies in drawing together in one convenient lo-
cation a clear statement of relevant analyses by others over several decades, often
published relatively obscurely. Baayen’s chapter 3 presents three families of LNRE
models, which are due respectively to J. B. Carroll (1967), H. S. Sichel (1975), and
J. K. Orlov and R. Y. Chitashvili (1983a, 1983b). A point that emerges from the book
(and that readers of this review may have begun to infer from names cited) is the
extent to which, in the late 20th century, this mathematical approach to natural lan-
guage was a scholarly specialty of the former Soviet Union; in consequence it was
largely unknown in the West. There are other channels through which this work has
become accessible to the English-speaking world in recent years, notably the Journal of
Quantitative Linguistics, but that German-based journal, though published in English,
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has to date attracted limited attention in Britain and North America. The book under
review may well be the most significant route by which important Soviet research in
our area will become known to English-speaking scholars.

It would be beyond the scope of this review to survey all the issues relating to
LNRE distributions that Baayen investigates. For linguists, one particularly interest-
ing area concerns departures from the randomness assumption made by the simpler
LNRE models. These pretend, for the sake of mathematical convenience, that texts are
constructed by drawing successive words blindly out of an urn containing different
numbers of tokens of all possible words in the vocabulary, so that the difficulties to be
addressed relate only to the vast size of the urn. Real life is not like that, of course: for
instance, from the frequency of the word the, the urn model predicts that the sequence
the the should occur once in every couple of pages or so of text, but in practice that
sequence is hardly ever encountered.

If we are primarily interested in overall vocabulary size, one problem that is repeat-
edly produced by the urn model is that inferences from vocabulary size in observed
samples to vocabulary sizes for other, so-far-unobserved sample sizes turn out to be
overestimates when samples of the relevant size are examined. Many linguists, partic-
ularly after the above discussion of the the, will be professionally inclined to assume
that this problem stems from ignoring syntactic constraints within sentences, as the
urn model does. Baayen demonstrates that this is not the source of the problem. If the
sentences of Alice in Wonderland are permuted into a random order (while preserving
the sequence of words within each individual sentence), the overestimation bias dis-
appears. Instead, the problem arises because key words (for Alice in Wonderland, some
examples are queen, king, turtle, and hatter) are “underdispersed.” Different passages
of a document deal with different topics, so topic-sensitive words are not distributed
evenly through the text.

The bulk of Baayen’s book consists of sophisticated mathematical analysis of the
kinds of issues considered in the preceding paragraphs. No doubt what Baayen gives
us is not always the last word to be said on some of the questions he takes up, but
(as already suggested) it is hard to think that future analyses will not treat Baayen as
the standard jumping-off point for further exploration.

Baayen’s final chapter (chapter 6) concerns applications, and this is arguably some-
thing of an anticlimax. It is natural to want to show that the analysis yields implications
for concrete topics, but some of the topics investigated do not seem very interesting
other than as illustrations of Baayen’s techniques, and some of them apparently lack
the LNRE quality that gives the bulk of this book its impact. For natural language–
processing applications, probably the most significant topic considered is bigram fre-
quency (Baayen’s section 6.4.4), but on this the author has only a very limited amount
to add to the existing literature. In terms of general human interest, there is much
promise in a section that studies the statistical pattern of references in recent newspa-
pers to earlier years from the 13th century onward and finds a striking discontinuity
about the year 1935 “suggesting that this is a pivotal period for present-day historical
consciousness.” But in the first place, this seems disconnected from the body of the
book, because the relevant distributions are not LNRE. Furthermore, the only news-
paper identified by name is the Frankfurter Allgemeine Zeitung, and although we are
told that other newspapers show the same pattern, we are not told which newspapers
these are. Finding that Germans perceive a unique historical discontinuity in the 1930s
might be a very different thing from finding that Europeans, or Westerners in general,
do so.

Nevertheless, this last chapter does also contain important findings that relate
more closely to the central concerns of the book. In this chapter Baayen illustrates the
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sophisticated statistical calculations that he uses in place of naı̈ve type/token ratios,
in the quest for characteristic constants of lexical usage. For each of a range of literary
works, the calculations yield a curve occupying some portion of a two-dimensional
“authorial space” (my phrase rather than Baayen’s). With many pairs of separate works
by the same author, the resulting curves are satisfactorily close to one another and well
separated from curves for other authors: This is true when authors are as different as
Henry James (Confidence and The Europeans) and St. Luke (St. Luke’s Gospel and Acts of
the Apostles). But there are exceptions: H. G. Wells is a case showing that “intra-author
variability may be greater than inter-author variability,” since the curves for his War
of the Worlds and The Invisible Man are somewhat far apart, and the curves for Jack
London’s Sea Wolf and The Call of the Wild are superimposed on one another in the
space between the two Wells curves.

The final chapter also contains a number of misprints, which are not self-correcting
and may be worth listing here. In a discussion of word length distribution, there
are repeated confusions between length 4, length 5, and length 6, on pages 196, 197
(Figure 6.1), 198 (Figure 6.2), and 199; some of the passages indicated may be correct
as printed, but they cannot all be correct. On page 204, in a list of Dutch prefixes
and suffixes, the prefixes her- and ver- are shown as suffixes. Page 208 cites “Baayen
(1995),” which is not listed in the bibliography (the reference intended may be to the
item listed as 1994b). In Table 6.1 (page 211) and the associated Figure 6.9 (page 212),
there are mistakes in the codes for different literary works. (In the table, Emily Brontë’s
Wuthering Heights is coded identically to L. F. Baum’s Tip Manufactures a Pumpkinhead—
surely an implausible confusion—but Wuthering Heights seems to be “B1” in the figure;
two novels by Arthur Conan Doyle are assigned the same code and identical word
lengths in the table, whereas The Hound of the Baskervilles is probably the item coded
“C2” in the figure.)

The volume is accompanied by a CD-ROM containing numerous relevant software
programs; these and various data sets are detailed in a series of four appendices to
the book.
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W. Nelson Francis, editors, Computational
Analysis of Present-Day American English.
Brown University Press, Providence, RI,
pages 406–424.
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