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#### Abstract

: An algorithm, for automatic global matching of heterogeneous free-form features (natural features) between the 3dimensional object space and the 2dimensional image space, taking into account the non-rigid nature of the projection transformation is presented in this paper. The proposed algorithm is based on the the well-known Iterative Closest Point (ICP) algorithm. The algorithm is tested for the registration of high resolution TerraSAR-X and optical imagery of a mountainous site in the North East of Athens. The registration is based on free-form road centerline matching. Ground Control Features (GCFs) and DTM information is obtained from old existing maps of the area, while road centerlines are calculated from road edges using skeletonization techniques. The rectification is done with standard techniques and the results are encouraging.


## 1. INTRODUCTION

Recent advances in SAR sensors, such as the unprecedented resolution of TerraSAR's and COSMO-Skymed's sensors, have conceptualized the complementary use of optical and SAR satellite data. SAR and optical data present many differences and similarities simultaneously. Although, in the past, the similarities led to the competition for the exclusive use of SAR or optical data, today their differences, and thus their mutual usefulness and effectiveness are fully appreciated. The concept of complimentary use of SAR and optical data is illustrated by the cooperation of optical and SAR satellites, (e.g. CNES/ASI Orfeo program), by the installation of both optical and SAR sensors on the same satellite (e.g. ALOS system), as well as by the compilation of scientific studies which end up in some specific applications of their combined use (Bellman and Hellwich, 2006; Raouf and Lichtenegger, 1997; Crosetto, 1998; Honikel, 1998; Karkee et al, 2006; Tupin, 2006; Sorgel et al, 2007; Orsomando et al, 2007; Wegner et al, 2008).

SAR and optical data registration is a prerequisite procedure of significant importance in many applications, such as image fusion, stereo formation and change detection. Although a lot of work has been done in the field of image registration (Zitova and Flusser, 2003), it remains an active field of research, especially for multimodal and multitemporal cases (Inglada and Giros, 2003), as the ones examined in this paper.

The new generation of spaceborne sensors, described before, offers the capability of the identification of terrain features, such as roads' surfaces, especially paved ones (Eineder et al, 2009), that was impossible to distinguish with sensors of the previous generation.

Feature Based Photogrammetry (FBP) states that linear features exhibit certain advantages over the classical, point based, approach for the orientation processes. Major advantages of linear features against points are (Mikhail, 1993; Zalmanson, 2000; Habib and Kelley, 2001; Akav et al, 2004; Wang et al, 2008):
i. Man made and physical environment is rich of linear features (roads, pipelines, coastlines).
ii. Linear features can be detected more reliably.
iii. The matching of linear features is more reliable.
iv. Linear features consist a continuous control of information.
v. The identification of common linear features is more robust than node identification in multimodal and multitemporal registration, because experience tells that identification of common nodes is difficult and rare, and when a common pair of nodes is found (for example a crossroad), their exact relative position is often questionable.

This paper focuses on the joint use of optical and SAR images, and takes advantage of the linear features and the high resolution of the new space-borne SAR sensors. A featurebased matching method for the registration of unrectified optical and SAR images is presented. Applications were made on mountainous areas, which are not thoroughly investigated so far.
The method is based on the Iterative Closest Point (ICP), and matches heterogeneous free-form features (natural features) from the 3dimensional object space to the 2dimensional image space. In order to converge, the ICP needs a good first approximation which weakens its practicality, or at least it makes it awkward to use, as a first approximation must be given to the method manually. In this paper a method for the
automated computation of a good first approximation for ICP (2D-3D matching) is also presented.

The philosophy of the method, ignoring temporarily the algorithmic implementation, is that the microwave nature of SAR sensors in combination with the side-looking geometry, makes the identification of homologous free-form features much easier and less ambiguous, than the identification of salient point features, which are traditionally used for georeference and registration procedures. And that the same Ground Control Information is used for the georeference of SAR images and the georeference of the optical images, which leads to better co-registration of the images and less time and cost for the procedure.

## 2. PROPOSED METHOD

### 2.1 Problem Formulation

In this paper, the curves are considered as independent collections of consecutive nodes which are joined with straight line segments, or some other interpolation function such as cubic splines. In any case the original measurements, or information, is in the form of 2D or 3D node coordinates: $\mathrm{Ni}(\mathrm{xi}, \mathrm{yi}), \mathrm{Ni}(x i, y i, z i)$. This representation of curves is preferred, because the curves we are trying to match are freeform curves (natural curves) which represent objects of unknown geometry that appear in man-made environment, such as road centerlines, breaklines and contour lines. Alternatively if in some cases such as highway centerlines, the curves are analytic, the "interpolation" is done with the analytic curve itself. It is assumed that curves have been extracted from different kind of data and with different procedures, so they do not consist of corresponding nodes (number and position), as presented in fig. 1.


Figure 1. Example of heterogeneous free-form features.
The 2D transformations, such as similarity, which have been used to register SAR with optical images, show generally poor results in mountainous terrain, since they can not counter the geometric distortions due to arbitrary terrain. Even for flat, or at least plane terrain, the similarity transformation can not counter the systematic nonlinear sensor distortions (slant range), especially as the distortions of SAR sensors (cone/spherical projection) are very different to the distortions of optical sensors (central projection).

### 2.2 Overview of the proposed approach

Rigorous 3D to 2D projections that automatically take into consideration arbitrary terrain, are used. The projections are of
the form of polynomials or RPFs which take sensor distortions into account. Both images are rectified using the computed projections and the known DTM. Because the form of the projection is the same for both images, the coefficients of the projections are computed using the continuous information of the same linear feature, and the rectification is done with the same DTM, the geometric difference or error of the rectified images with respect to each other is minimized. Also, because the same computational procedures are used independently for both images, the time and the cost of the whole process are also minimized.

The presented method is based on the ICP algorithm. The ICP algorithm is a general purpose method for efficient registration of 2-D or 3-D shapes, including free-form curves and surfaces. The algorithm consists of four steps which are repeated until convergence within a tolerance (Besl and McKay, 1992; Zhang, 1994):
i. Compute the closest points.
ii. Compute the registration.
iii. Apply the registration.
iv. Check the threshold.

In the following paragraphs, issues concerning the steps of the ICP algorithm for the free-form curves matching are commented.

### 2.3 Closest Points Pairs between 2D Curves

In order to find the closest points between 2D curves, the second curve B (fig. 1) is split to a large set of consecutive interpolated points, each one very close to its previous and its next point. Then, the distances of all these points to a node of the first curve A may be computed, and the point with the least distance is the closest point to the node. For this brute-force method to produce good results, the distance between two consecutive interpolated points must be very small, which leads to a large set of points and large computation time. It is, however, relatively easy to speed up the process using the divide and conquer technique. The second curve B is split to a moderate number of points. The closest point to a node on the first curve A is located as described. Then the distance between the previous and next point of the closest is split to a finer mesh and a new closest point is located. The process is repeated until the interpolation distance is small enough.
More details can be found in (Vassilaki et al, 2008a) and in (Stamos et al, 2009) where parallel implementation is also considered.

### 2.4 Closest Points Pairs between a 3D and a 2D Curve

In the case examined in this paper, a 3D curve in object space is projected in the 2 D image space using a projection transformation. This is a key issue in the computation of the closest points pairs between curves of different dimensionality. The algorithm begins with an approximation of the projection equation, which is computed automatically as described later. The nodes Bi of the 3D curve are projected to 2 dimensional nodes $\mathrm{B}_{\mathrm{i}}$ ' keeping into account the one-to-one relationship between Bi and $\mathrm{Bi}^{\prime}$ (fig. 1). The nodes $\mathrm{Bi}^{\prime}$ are matched to their closest points Pi of curve A using the algorithm of paragraph 2.3. Thus 3D node Bi which is projected to 2dimensional node $\mathrm{Bi}^{\prime}$, is matched to 2 D point Pi of curve A . Using the $\mathrm{Bi}, \mathrm{Pi}$ pairs a new and improved approximation of the projection
equation may be computed, and the procedure is repeated until convergence. More details can be found in (Vassilaki et al, 2008b).

### 2.5 Automated Pre-alignment of the Curves

In order to converge, the ICP needs a good first approximation of the projection transformation. For estimating such an approximation, it is assumed that the orbits' elevations of both the optical and the SAR sensors are considerably high, so that the distortions due to sensor and the deformations due to terrain are comparatively small. Thus, the $\mathrm{X}, \mathrm{Y}$ coordinates of a 3D feature (the Z coordinate is discarded) can be considered as a good approximation of the 2D projected coordinates, after being scaled to match the size of the SAR or optical image and, almost certainly, translated and rotated. The computation of the (best) similarity transformation between two 2-dimensional curves is briefly described below (Vassilaki et al, 2008c).
The similarity transformation consists of a transfer, a rotation and a scale adjustment between the two curves, each one of which is approximated by a different method.

The vector difference of the centroids of the two curves are used as robust first approximation of the translations. The centroids are calculated as the mean of a large number of interpolated points of each curve.

The ratio of the lengths of the two curves is used as robust first approximation of the scale. The lengths are calculated as the cumulative distance of a large number of interpolated points of each curve.

For the estimation of the rotation three different approaches may be used:
a. The average difference of the azimuths of characteristic points (first and last points of the curves) with respect to the common centroid. Theoretically the approach is not very robust as it depends on single nodes which, by chance, may contain bigger error than the rest of the nodes.
b. The difference of the mean azimuths of the curves with respect to the common centroid, which are calculated indirectly through unit vectors. The approach gives poor results if the curves are nearly closed or nearly straight lines.
c. A sequence of all possible rotations with $\Delta \varphi$ step are tried and the one which gives the smallest ICP error is selected. The approach is robust but computationally intensive.

### 2.6 Transformation models

A number of projection transformation types were investigated:
i. Polynomial projection of $1^{\text {st }}$ order (3D affine transformation). Eight parameters define the relationship between the object space and the image space.

$$
\begin{aligned}
& x=a 1 X+a 2 Y+a 3 Z+a 4 \\
& y=b 1 X+b 2 Y+b 3 Z+b 4
\end{aligned}
$$

ii. Rational Polynomial Function of $1^{\text {st }}$ order with common denominator (Direct Linear Transformation - DLT), with eleven parameters.

$$
x=\frac{(a l X+a 2 Y+a 3 Z+a 4)}{(c 1 X+c 2 Y+c 3 Z+1)}
$$

$$
y=\frac{(b 1 X+b 2 Y+b 3 Z+b 4)}{(c 1 X+c 2 Y+c 3 Z+1)}
$$

iii. Rational Polynomial Function of $1^{\text {st }}$ order (RPF), with fourteen parameters.

$$
\begin{aligned}
& x=\frac{(a l X+a 2 Y+a 3 Z+a 4)}{(c 1 X+c 2 Y+c 3 Z+1)} \\
& y=\frac{(b 1 X+b 2 Y+b 3 Z+b 4)}{(d 1 X+d 2 Y+d 3 Z+1)}
\end{aligned}
$$

It must be noted that the $1^{\text {st }}$ order polynomial is the most stable projection, and the ICP always converges using it. However, the ICP using the $1^{\text {nd }}$ order RPF, sometimes fails to converge when the similarity is used as the first approximation. In order to achieve convergence, the $1^{\text {st }}$ order polynomial is computed, and then this is used as a better first approximation for the higher order projections.

### 2.7 Workflow

The procedure of the method as described above may be summarized as follows:
i. Compute first approximation of the projection.
ii. Project 3 D curve to 2 D remembering the relationship between 3D points and 2D points.
iii. Compute closest point pairs between projected curve and image curve.
iv. Using the relationship of step ii, produce point pairs between 3D curve and image curve.
v. Compute improved projection from pairs.
vi. Repeat steps ii-v until convergence.

The proposed method was implemented in Fortran 95. For efficiency, convenience and user-friendliness, it was integrated with ThanCad (Stamos, 2007), which is a free/open source


Figure 2. Topographic map (top left), optical image (top right) and SAR image (bottom).

## 3. APPLICATION TESTS

### 3.1 Test Area

The proposed method was tested using:

- a High Resolution SpotLight TerraSAR-X image
- an optical image downloaded from Google Earth
- a 40 years old topographic map

The SAR image was captured on February 2nd, 2009, it belongs to the School of Rural and Surveying Engineering of National Technical University of Athens and it was provided to the Lab. of Photogrammetry for the needs of this research. The range resolution is 0.45 m and the azimuth line resolution is 0.87 m . The optical image was captured by DigitalGlobe and was downloaded from Google Earth. The 40 years old map is of medium scale $(1: 5,000)$.
The application area is in the greater north-eastern region of Athens, Greece, and it has steep mountainous terrain of mean elevation of 270 m (fig. 2).

### 3.2 Preprocessing

TerraSAR's datafile (xml, cos) was converted to common standard format TIF using software ERDAS v9.3. The GDAL library could be used for the same job. The SAR image was converted to intensity, while keeping the slant range geometry of the original image. Then the image was flipped horizontally because it was the mirror of the optical image. No conversion was done to the optical image. The map was scanned with 400 dpi resolution and it was imported to CAD software, where it was corrected from the errors due to the contractions/ expansions of the paper medium, and it was transformed to the new national geodetic reference system.

The road which was used as a linear feature of the matching, is shown in fig.3-fig.5. The road edges extraction was done manually, by digitizing the lines appeared on the data. The road centerline was obtained from the edges using skeletonization techniques (fig.3, fig.4, fig.5). The length of the road is about 950 m . The road centerline is preferred to road edges as control curve, because it has less error than the edges and it fully represents the geometry of the road.

The contour lines of the map, were digitized and converted to Triangulated Irregular Network (TIN) via Delaunay triangulation, which was used for the rectification. The TIN was also used as DTM in order to extract elevation information of the road.


Figure 3. Map: road edges (lines in red), road centerline (in cyan).


Figure 4. Optical: road edges (lines in green), road centerline (in magenta).


Figure 5. SAR image: road edges (line in green), road centerline (in orange).


Figure 6. Profile of road centerline, computed by the DTM.
The rough profile of the road centerline is due to the small scale of the map and the fact that the map does not have elevation information along the surface of the road. The centerline elevation was computed by the surrounding terrain (fig.3, fig.6)

### 3.3 Rectification

The rectification of both images was done using standard procedures of orthophoto production. The necessary TIN was obtained by the map digitizing the contour lines. The type of the projection used for the rectification of both images was Rational Polynomial function of $1^{\text {st }}$ order (RPF).

### 3.4 Work flow of the test

The computational steps taken for the test may be summarized as follows:
i. Preprocessing (SAR, map).
ii. Extraction of road edges (SAR, optical, map).
iii. Calculation of road centerline (SAR, optical, map).
iv. SAR to map matching, using 3 D road centerline and its 2D projection.
v. SAR rectification, using the TIN obtained by the map and the projection computed in step iv.
vi. Optical to map matching, using 3D road centerline and its 2D projection.
vii. Optical rectification, using the TIN obtained by the map and the projection computed in step vi.
viii. SAR to optical overlay, for illustration purposes.

### 3.5 Results

The results of the matching are shown in fig. 7, for the optical image and in fig. 8, for the SAR image. For illustration purposes the initial curves are shown together, though in reality their coordinates are completely unrelated. The figures show the 3D curve from map (cyan), the 2D curve from SAR/optical (red), the first approximation (blue dashed), the matched 3D curve to 2D using similarity transformation (light blue dashed dot), the matched 3D curve to 2D using 1st order Rational Polynomial Projection (black).


Figure 7. Matching results: Optical image to Map.


Figure 8. Matching results: SAR image to Map.
As shown in Figure 8 the matching of the curves is successful. The rms error between the matched curves is shown in Table 9 for various projection types. The achieved matching accuracy is satisfactory, considering that the horizontal and vertical accuracy of the topographic map is of 1.5 m and 2 m respectively. A combination of the rectified images are shown in Figure 10.

| Transformation/ <br> Projection | SAR to <br> Map | Optical <br> to Map |
| :--- | :---: | :---: |
|  | $\mathrm{rms}(\mathrm{m})$ | $\mathrm{rms}(\mathrm{m})$ |
| $1^{\text {st }}$ approximation | 13.61 | 3.20 |
| 2D Similarity | 8.15 | 2.29 |
| $1^{\text {st }}$ order Polynomial | 1.61 | 1.49 |
| DLT | 1.42 | 1.39 |
| $1^{\text {st }}$ order RPF | 1.39 | 1.08 |

Table 9. Matching results


Figure 10. Registration results: Optical to SAR.

## 4. CONCLUSIONS

In this paper, a method for automatic global matching of heterogeneous free-form linear features between the 3dimensional object space and the 2dimensional image space was presented. The method is based on ICP and handles any non-rigid projection type. The method uses linear features which are much easier to locate and more robust that salient points, especially for the speckled SAR images. The method produces very good results, as was illustrated in a typical mountainous site of Greece.

For further work, the expansion of the proposed method for matching networks of free form curves can be investigated, as a curve may be confined to a small region of the image leading to a registration not representative of the whole image.
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