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Abstract

In this paper we study a problem which emerged during an attempt to apply a
differential cryptanalysis method to the «Magma» algorithm. We obtained a general
formula of distribution in the difference distribution table of addition modulo 2n

and provided an efficient method for computing the distribution in a row with given
index. Moreover, an exact formula that may be used to solve the task of counting
all the distributions was obtained, and an asymptotically accurate approximation of
number of distinct distributions was proved. Finally, we designed an algorithm to
generate all distributions in 2O(

√
(n)) operations (whereas the corresponding brute-

force method takes 2Ω(n)).

Keywords: modular addition, partitions, differential cryptanalysis.

1 Introduction

The problem studied in the paper emerged during an attempt to estimate
the applicability of differential cryptanalysis to the Russian government stan-
dard symmetric key block cipher (GOST 28147-89) rounds [1]. It is vital since
the algorithm (called ”Magma”) is still present in the modern Russian GOST
R 34.12-2015 of symmetric key block cipher [2].

During the research on the topic the following equation emerged:

∆f =
[
(x⊕∆x)�n y

]
⊕ (x�n y). (1)

Let us introduce the function Pn(∆x,∆f):

Pn(∆x,∆f) =
∣∣∣{(x, y) : ∆f =

[
(x⊕∆x)�n y

]
⊕ (x�n y);

∆x,∆f ∈ {0, . . . , 2n − 1}
}∣∣∣
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(it is analogous to a special case of the differential probability of addition
modulo 2n studied in [3]). Let us consider the table of values of this function
(Pn)∆x,∆f . In this table rows are indexed by ∆x and columns by ∆f . Such
a table is usually called difference distribution table (DDT).

Let us introduce an equivalence relation on the rows of matrix Pn as
follows: two rows are called equivalent if they coincide up to permutations
of elements. Next, we study the set of equivalence classes into which matrix
rows are divided. Let us call such equivalence classes the distributions.

Note. Let us consider the calculation of number of different distributions or
enumerating them, as algorithmic tasks. Then trivial (brute force) algorithm
requires 2Ω(n) operations as one need to calculate the value of ∆f for all
x, y, ∆x ∈ {0, . . . , 2n − 1}. At the same time the algorithm based on the
results presented in our article requires polynomial number of operations for
the first task and 2O(

√
n) operations for the second.

2 Parametrization of distributions

Lemma 1. Let matrix Pn have the form

Pn =

[
A B

C D

]
.

Then matrix Pn+1 has the form

Pn+1 = 2


2A B 0 B
C D C D

0 B 2A B
C D C D

 .
The proof of Lemma 1 is given in the Appendix A, since it is quite cumber-
some.

This Lemma can be reworded: if

Pn = 2n+1

[
An Bn

Bn An

]
,

then
An =

[
2An−1 Bn−1

Bn−1 An−1

]
, Bn =

[
0 Bn−1

Bn−1 An−1

]
.

Let us denote (αn−1, αn−2, . . . , α1, α0) the binary representation of num-
ber i. Then let us match each distribution located in some row of matrix Pn
with a polynomial in the following way. A row pi corresponds to polynomial
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∑n+2
j=0 cjx

j, where ci is the amount of numbers 2i in pi. Hence multiplication
by 2 corresponds to multiplication by x and concatenation to addition of
polynomials. For ain(x) and bin(x) corresponding to i-th rows of An and Bn

respectively we have:

ain(x) =

{
xain−1(x) + bin−1(x), if αn−2 = 0,

ain−1(x) + bin−1(x), if αn−2 = 1;

bin(x) =

{
bin−1(x), if αn−2 = 0,

ain−1(x) + bin−1(x), if αn−2 = 1.

Thus, [
ain(x)
bin(x)

]
= Wαn−2

[
ain−1(x)
bin−1(x)

]
,

where
W0 =

[
x 1
0 1

]
, W1 =

[
1 1
1 1

]
.

Moreover,
A1 =

[
1
]
, B1 =

[
0
]
, a1 = 1, b1 = 0.

Repeating the same argument n− 2 more times we finally get

ain(x) + bin(x) =
[

1 1
] [ ain(x)

bin(x)

]
=
[

1 1
]
Wαn−2

Wαn−3
. . . Wα0

[
1
0

]
.

(2)
Let us denote i′ the number with binary representation

(αn−2, αn−3, . . . , α0). This choice is based on the knowledge that the
most significant bit does not affect the distribution. Let us separate groups
of 0’s and 1’s in i′. We assume that the first one is a group of 1’s, and
the last one is a group of 0’s (both can be empty). The number of 1’s
is K = k1 + k2 + · · · + ks, the number of 0’s is L = `1 + · · · + `s and
L+K = n− 1. Then

i′ = 11 . . . 1︸ ︷︷ ︸
k1

0 . . . 0︸ ︷︷ ︸
`1

1 . . . 1︸ ︷︷ ︸
k2

0 . . . 0︸ ︷︷ ︸
`2

. . . 1 . . . 1︸ ︷︷ ︸
ks

0 . . . 0︸ ︷︷ ︸
`s

and expression (2) becomes

ain(x) + bin(x) =
[

1 1
]
W k1

1 W
`1
0 . . .W ks

1 W
`s
0

[
1
0

]
. (3)
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We will use the following statements, easily provable by induction:

W k
1 =

[
1 1
1 1

] [
1 1
1 1

]
. . .

[
1 1
1 1

]
= 2k−1

[
1 1
1 1

]
,

W `
0 =

[
x 1
0 1

] [
x 1
0 1

]
. . .

[
x 1
0 1

]
=

[
x` x`−1 + x`−2 + · · ·+ 1
0 1

]
.

Then (3) may be represented as:

ain(x)+bin(x) =
[

1 1
] [ 1

1

]
2k1−1

[
1 1

] [ x`1 x`1−1 + · · ·+ 1
0 1

] [
1
1

]
. . .

. . .
[

1 1
] [ x`s x`s−1 + · · ·+ 1

0 1

] [
1
0

]
.

Note that[
1 1

] [ x` x`−1 + · · ·+ 1
0 1

] [
1
1

]
= x` + x`−1 + x`−2 + · · ·+ 2.

Then

ain(x) + bin(x) = 2 · 2K−s(x`1 + x`1−1 + · · ·+ 2) · · · (x`s + x`s−1 + · · ·+ 2)x`s.

Hence

pin(x) = 2K−s+1
s−1∏
j=1

(x`j + x`j−1 + · · ·+ 2)x`s. (4)

Let us denote Qn the set of tuples (s, L, `s, ˜̀), where s ∈ {1, . . . , n− 1},
`s ∈ {0, . . . , n− 1}, L ∈ {0, . . . , n− s} and ˜̀ is a multiset of s− 1 positive
integers summing up to L − `s. We now want to prove that there is a one-
to-one correspondence between the set of polynomials pin(x) and the set Qn.
It is obvious that there is a corresponding set qi ∈ Qn to each polynomial
pin(x) and vice versa. So it is enough to show that if two polynomials are
equal then corresponding sets of parameters coincides.

Let us fix numbers d1 and d2 and then compare two expressions

pd1
n (x) = 2K

′−s′+1
s′−1∏
j=1

(x`
′
j + x`

′
j−1 + · · ·+ 2)x`

′
s′ ,

pd2
n (x) = 2K

′′−s′′+1
s′′−1∏
j=1

(x`
′′
j + x`

′′
j−1 + · · ·+ 2)x`

′′
s′′ .
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If polynomials are equal, then 2K
′−s′+1xL

′
= 2K

′′−s′′+1xL
′′, hence L′ = L′′ and

K ′ − s′ + 1 = = K ′′ − s′′ + 1. Since the counts of 0’s are equal, the counts
of 1’s are equal too, so s′ = s′′. Besides, the lower powers of the polynomials
must coincide, hence `′s′ = `′′s′′. Now it remains to prove that under stated
assumptions the equality of polynomials also mean the equality of parameters
`′1, . . . , `

′
s′ and `′′1, . . . , `′′s′′ up to a permutation.

Let us denote
G`′j(x) = x`

′
j + x`

′
j−1 + · · ·+ 2,

G`′′j (x) = x`
′′
j + x`

′′
j−1 + · · ·+ 2.

We now show that if
s′−1∏
j′=1

G`′
j′
(x) =

s′′−1∏
j′′=1

G`′′
j′′

(x), (5)

then the multiset {G`′
j′
(x)}s′−1

j′=1 equals to the multiset {G`′′
j′′

(x)}s′′−1
j′′=1, or in

other words the decomposition of such polynomials into factors of form Gj(x)
is unique. For this purpose we prove that polynomials Gj(x) are pairwise co-
prime. Let us compute the greatest common divisor of Gu(x) and Gv(x) for
u > v:

(Gu(x),Gv(x)) = (xu + xu−1 + · · ·+ 2, xv + xv−1 + · · ·+ 2) =

= (xu−v−1 + · · ·+ 1, xv + xv−1 + · · ·+ 2) =

(
xu−v − 1

x− 1
,
xv+1 − 1

x− 1
+ 1

)
=

=
1

x− 1

(
xu−v − 1, xv+1 + x− 2

)
.

The roots of the polynomial f(x) = xu−v − 1 are all roots of unity of the
degree (u− v). Let us check which of these roots can be roots of polynomial
h(x) = xv+1 + x− 2.

Let ε = cos 2π
u−v + i · sin 2π

u−v be a primitive root of unity of the degree
(u− v), then {ε`}u−v−1

`=0 is a set of all roots of unity of the degree (u− v). So

ε`(v+1) + ε` − 2 = 0.

Therefore ε`(v+1) = ε` = 1, as |εk| 6 1 for all k. Hence

1

x− 1

(
xu−v − 1, xv+1 + x− 2

)
=

1

x− 1
(x− 1) = 1.

Now let us return to the case (5). We decompose polynomials of the left
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and right sides into irreducible ones. Then we consider the first irreducible
polynomial f(x) on the left-hand side. In order for equality to hold, f(x) also
has to be present on the right-hand side. So there are some Gu on the left-
hand side and Gv on the right-hand side divisible by f(x). Hence, u must be
equal to v. Divide both sides by Gu and continue in the same fashion, arriving
at the conclusion that the decomposition is unique up to a permutation.

Thus, we proved the following

Theorem 1. There is a one-to-one correspondence between the set of dis-
tributions of the rows of matrix Pn and the parameters set Qn.

Using Theorem 1 one can enumerate the distributions in time propor-
tional to their number. More precisely, one can iterate over all distinct distri-
bution and list them in time O (|Qn| · poly(n)) , where poly(n) is a polyno-
mial of n. The only tricky part is to enumerate all the multisets with given
sum, but it can be done using one of various recursive algorithms in O(1)
amortised time per iteration (e. g. see [4]).

3 The number of distributions

Let p(n, k) be the number of partitions of n into exactly k parts. More-
over, let p(n, k) = 0, if k 6 0 or n 6 0, but p(0, 0) = 1. If we fix
s, L and `s then the number of tuples from the set Qn with these param-
eters is equal to p(L − `s, s − 1). Obviously there are only n tuples with
s = 1: (1, 1, . . . , 1, 1), (1, 1, . . . , 1, 0), . . . , (1, 0, . . . , 0, 0), (0, 0, . . . , 0, 0). We
will consider this case separately and we will assume that s > 2. Finally,

note that
n−s∑
L=`s

p(L− `s, s− 1) =

n−s−`s∑
L=0

p(L, s− 1). Then

|Qn| =

[
n−1∑
s=2

n−1∑
`s=0

n−s−`s∑
L=0

p(L, s− 1)

]
+ n. (6)

We make one more note to be used later.

Lemma 2. p(n, k) = p(n− 1, k − 1) + p(n− k, k).

Proof. Note that the partition of number n into k parts can either include
some number of 1’s or not include any. In the first case, there is a one-to-
one correspondence between such partitions and (unconstrained) partitions
of n − 1 into k − 1 parts (just put additional 1 to a partition) — there are
p(n−1, k−1) of them. In the second case, there is a correspondence between
such partitions and (unconstrained) partitions of n−k into k parts (just add
1 to each number in partition) — there are p(n− k, k) of them.
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We now show that the expression (6) can be simplified.

Theorem 2. |Qn| =
n−1∑
j=1

p(j) + 1, where p(j) =

j∑
s=1

p(j, s), n > 3.

Proof (by induction). For n = 4 formula (6) gives |Q4| = 7. At the same
time p(3) + p(2) + p(1) + 1 = 3 + 2 + 1 + 1 = 7.

Let us show the induction step. In other words, let us prove that the
following holds

n∑
s=2

n∑
`s=0

n−s+1−`s∑
L=0

p(L, s− 1)−
n−1∑
s=2

n−1∑
`s=0

n−s−`s∑
L=0

p(L, s− 1) = p(n)− 1.

n∑
s=2

n∑
`s=0

n−s+1−`s∑
L=0

p(L, s− 1)−
n−1∑
s=2

n−1∑
`s=0

n−s−`s∑
L=0

p(L, s− 1) =

=
n−1∑
s=2

[
n∑

`s=0

n−s+1−`s∑
L=0

p(L, s− 1)−
n−1∑
`s=0

n−s−`s∑
L=0

p(L, s− 1)

]
+

+
n∑

`s=0

n−n+1−`s∑
L=0

p(L, n− 1)︸ ︷︷ ︸
=0

=

=
n−1∑
s=2

[
n−1∑
`s=0

[ n−s+1−`s∑
L=0

p(L, s− 1)−
n−s−`s∑
L=0

p(L, s− 1)

]
+
n+1−s−n∑
L=0

p(L, s− 1)︸ ︷︷ ︸
=0

]
=

=
n−1∑
s=2

n−1∑
`s=0

p(n+ 1− s− `s, s− 1).

Now we will prove by induction that the latter is equal to p(n)− 1. For
n = 4 both of them are equal to 4.
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Induction step: let us check the validity of equation

p(n+ 1)− 1 =
n∑
s=2

n∑
`s=0

p(n+ 2− s− `s, s− 1) =

=
n∑
s=2

n−1∑
`s=−1

p(n+ 1− s− `s, s− 1) =
n−1∑
s=2

n−1∑
`s=0

p(n+ 1− s− `s, s− 1)+

+
n−1∑
`s=−1

p(n+ 1− n− `s, n− 1)︸ ︷︷ ︸
=p(1−`s,n−1)=0

+
n∑
s=2

p(n+ 1− s− (−1), s− 1) =

= p(n)− 1 +
n∑
s=2

p(n+ 2− s, s− 1).

Since

p(n) =
n∑
s=1

p(n, s), p(n+ 1) =
n+1∑
s=1

p(n+ 1, s),

the equation becomes

n+1∑
s=1

p(n+ 1, s) =
n+1∑
s=1

p(n, s) +
n−1∑
s=1

p(n+ 1− s, s). (7)

Let us continue transforming the expression (7):

n∑
s=1

p(n+ 1, s) + p(n+ 1, n+ 1)︸ ︷︷ ︸
=1

=
n+1∑
s=2

p(n, s− 1) +
n∑
s=1

p(n+ 1− s, s)−

− p(n+ 1− n, n)︸ ︷︷ ︸
=p(1,n)=0

=
n∑
s=1

p(n, s− 1) + p(n, n)︸ ︷︷ ︸
=1

− p(n, 0)︸ ︷︷ ︸
=0

+
n∑
s=1

p(n+ 1− s, s).

Eventually,

n∑
s=1

p(n+ 1, s) =
n∑
s=1

p(n, s− 1) +
n−1∑
s=1

p(n+ 1− s, s).

Lemma 2 ends the proof.

Theorem 2 makes it possible to solve the task of counting all the distribu-
tions. We just have to calculate values of p(j, s) for j ∈ {1, . . . , n− 1}, s ∈
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{1, . . . , j}, then all the p(j) and finally |Qn|. The complexity of computing
p(j, s) dominates the other steps and according to Lemma 2 may be done
in O(n2) additions of n-bit numbers. Thus we need O(n3) bit operations for
the counting problem.

4 Asymptotical approximation

In [5] the following asymptotic formula for the number of partitions p(n)
was obtained:

p(n) ∼ 1

4
√

3n
eπ
√

2n
3 .

Hence

|Qn| ∼
n−1∑
j=1

1

4
√

3j
eπ
√

2j
3 + 1 as n→∞. (8)

The following Lemma allows us to claim it.

Lemma 3. Let f(n) ∼ g(n) as n → ∞, f(n) > 0, g(n) > 0, f(n) and

g(n) monotonically increase and are unbounded, F (n) =
n∑
k=1

f(k), G(n) =

n∑
k=1

g(k), then F (n) ∼ G(n), n → ∞.

You can find the proof of Lemma 3 in Appendix B.
Now we will prove an auxiliary Lemma.

Lemma 4.

n−2
√
n lnn∑

j=1

1

4
√

3j
eπ
√

2j
3 = o

(
1

4
√

3n
eπ
√

2n
3

)
as n→∞.

Proof. Let us show that

lim
n→∞

n−2
√
n lnn∑

j=1

n

j
eπ
√

2
3(
√
j−
√
n) = 0.

Since
n

j
< n, j < n− 2

√
n lnn

and
n− 2

√
n lnn < n,

9



it is sufficient to prove that

lim
n→∞

n2e
π
√

2
3

(√
n−2
√
n lnn−

√
n
)

= 0.

From√
n− 2

√
n lnn =

√
n

√
1− 2 lnn√

n
=
√
n

(
1− 2 lnn

2
√
n

+ o

(
lnn√
n

))
=

=
√
n− lnn+ o(lnn)

it follows that

lim
n→∞

n2e
π
√

2
3

(√
n−2
√
n lnn−

√
n
)

= lim
n→∞

n2eπ
√

2
3 (− lnn+o(lnn)) = lim

n→∞
n2−π
√

2
3+o(1).

Whereas the exponent is negative, Lemma is proved.

Theorem 3.
n∑
j=1

p(j) ∼ eπ
√

2n
3

2
√

2π
√
n

as n→∞.

Proof. It can be proved that there exists a number N0 such that the function
on the right-hand side monotonically increases on [N0; +∞). We will esti-
mate the sum from N0 to n as first N0 − 1 summands do not influence the
asymptotic.

The following holds∫ n

N0

eπ
√

2x
3 dx

4
√

3x
=

∫ n

N0

1

2
√

2π
√
x
deπ
√

2x
3 =

eπ
√

2x
3

2
√

2π
√
x

∣∣∣∣n
N0

+

∫ n

N0

eπ
√

2x
3

2
√

2πx3/2
dx =

=
eπ
√

2n
3

2
√

2π
√
n
− eπ

√
2N0

3

2
√

2π
√
N0

+

∫ n

N0

eπ
√

2x
3

2
√

2πx3/2
dx.

Now we will show that the last two summands here are o(eπ
√

2n
3 n−

1
2 ). For

the first of them it is obvious, so let us focus on the second. For this purpose
we note that

n−1∑
j=N0

f(x) 6
∫ n

N0

f(x)dx 6
n∑

j=N0+1

f(x)

for non-decreasing function f . So by Lemma 4
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∫ n

N0

eπ
√

2x
3

2
√

2πx3/2
6

n∑
N0+1

eπ
√

2x
3

2
√

2πx3/2
∼

n∑
j=n−2

√
n lnn

eπ
√

2x
3

2
√

2πx3/2
6

6
eπ
√

2n
3

2
√

2π(n− 2
√
n lnn)

3
2

· 2
√
n lnn ∼ eπ

√
2n
3

√
2πn

3
2

√
n lnn =

eπ
√

2n
3

√
2πn

lnn.

Finally for n→∞(
eπ
√

2n
3

√
2πn

lnn

)(
eπ
√

2n
3

√
n

)−1

=
lnn√
2π
√
n
→ 0.

In addition,

n∑
j=N0+1

f(x)−
n−1∑
j=N0

f(x) = f(n)− f(N0) =
eπ
√

2n
3

4
√

3n
− eπ
√

2N0
3

4
√

3N0

= o

(
eπ
√

2n
3

√
n

)

and the following equality

n∑
j=N0

eπ
√

2j
3

4
√

3j
∼
∫ n

N0

eπ
√

2x
3

4
√

3x
dx.

concludes the proof of the Theorem.

According to the above Theorem and the note after Theorem 1 we can
enumerate all the distributions in time 2O(

√
n) that is obviously substantially

better than brute force algorithm with complexity 2Ω(n).

5 Conclusion

We obtained a general form of distributions in DDT. Moreover, we pro-
vided an efficient method for computing the distribution in a row with given
index. The obtained results imply a possibility to substantially accelerate
the construction of all possible distributions. We showed that all the distri-
butions now can be generated in time proportional to the amount of them.
We have proved that the number of distinct distributions is 2O(

√
n), so the

whole generating algorithm would take 2O(
√
n) operations. At the same time

the brute force algorithm requires 2Ω(n) operations.
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Appendix

A The proof of Lemma 1

Let us find a rule by which, knowing the form of matrix Pn for some n,
we can construct such a matrix for Pn+1. Write down all variables, setting
two most significant bits apart:

x = xn · 2n + xn−1 · 2n−1 + x̂,

y = yn · 2n + yn−1 · 2n−1 + ŷ,

∆x = ∆xn · 2n + ∆xn−1 · 2n−1 + ∆x̂,

∆f = ∆fn · 2n + ∆fn−1 · 2n−1 + ∆f̂ ,

where
x, y, ∆x, ∆f ∈ {0, . . . , 2n+1 − 1},
xn, ∆yn, ∆xn, ∆fn ∈ {0, 1},

xn−1, ∆yn−1, ∆xn−1, ∆fn−1 ∈ {0, 1},
x̂, ŷ, ∆x̂, ∆f̂ ∈ {0, . . . , 2n−1 − 1}.

Besides, denote

mk(a, b, c) =

{
0, if a+ b+ c < 2k,
1, if a+ b+ c > 2k,

the function that returns a carry bit of addition a+ b+ c modulo 2k. We also
denote mk(a, b) = mk(a, b, 0). In addition let us note that m1(a, b) = a& b
and m1(a, b, c) = a& b ∨ a& c ∨ b& c (the last is called the ”majority”
function).
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Let us denote
c = mn−1(x̂, ŷ),

c∆ = mn−1(x̂⊕∆x̂, ŷ).

So let us rewrite the first part of expression (1) in more detail:

(x+ ∆x)�n+1 y =
[
(x̂⊕∆x̂)�n−1 ŷ

]
+

+
[
c∆ ⊕

(
(xn−1 ⊕∆xn−1) + yn−1

)]
· 2n−1 +

[
(xn ⊕∆xn) + yn

]
· 2n =

=
[
(x̂⊕∆x̂)�n−1 ŷ

]
+
[
c∆ ⊕

(
(xn−1 ⊕∆xn−1)⊕ yn−1

)]
· 2n−1+

+
[
m1(c∆, xn−1 ⊕∆xn−1, yn−1)⊕

(
(xn ⊕∆xn)⊕ yn

)]
· 2n.

Similarly, we get

x�n+1y = (x̂�n−1ŷ)+(c⊕xn−1⊕yn−1)·2n−1+
[
m1(c, xn−1, yn−1)⊕(xn⊕yn)

]
·2n.

Then the equation (1) can be rewritten as

∆f =
[
(x̂�n−1 ŷ)⊕

(
(x̂⊕∆x̂)�n−1 ŷ

)]
+ (∆xn−1 ⊕ c⊕ c∆) · 2n−1+

+
[
∆xn ⊕m1(c∆, xn−1 ⊕∆xn−1, yn−1)⊕m1(c, xn−1, yn−1)

]
· 2n.

Let us denote

ϕ(x̂, ŷ,∆x̂) =
[
(x̂�n−1 ŷ)⊕

(
(x̂⊕∆x̂)�n−1 ŷ

)]
.

Hence, the equation (1) is equivalent to the following system:

c = mn−1(x̂, ŷ), (9)
c∆ = mn−1(x̂⊕∆x̂, ŷ), (10)
ϕ(x̂, ŷ,∆x̂) = ∆f̂ , (11)
c⊕ c∆ = ∆fn−1 ⊕∆xn−1︸ ︷︷ ︸

zn−1

, (12)

m1(c∆, xn−1 ⊕∆xn−1, yn−1)⊕m1(c, xn−1, yn−1) = ∆fn ⊕∆xn︸ ︷︷ ︸
zn

. (13)

Let us fix ∆x and ∆f modulo 2n+1. We denote the set of solutions (x, y) of
the equation (1) modulo 2k, where x, y ∈ {0, . . . , 2k − 1} by Mk. Obviously,
Mn−1 is a set of solutions of equations (9)–(11), Mn — solutions of equations
(9)–(12) and Mn+1 — of equations (9)–(13). Additionally, we introduce two
additional sets: Ûn−1 is the set of solutions (x̂, ŷ) of the system (9)–(12) and
Û

(c)
n−1 for c ∈ {0, 1} is a subset of Ûn−1 where mn−1(x̂, ŷ) = c.
We will try to find sets (xn−1, yn−1, c, c∆) satisfying conditions (12), (13).
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But noting that c∆ = c⊕ zn−1 we will search for solutions (xn−1, yn−1, c) of
equation

m1(c⊕ zn−1, xn−1 ⊕∆xn−1, yn−1)⊕m1(c, xn−1, yn−1) = zn. (14)

Depending on values of xn−1 and yn−1 this equation may be rewritten as

xn−1 yn−1 (14)

0 0 m1((c⊕ zn−1),∆xn−1, 0)⊕m1(0, 0, c) = zn,
0 1 m1((c⊕ zn−1),∆xn−1, 1)⊕m1(0, 1, c) = zn,
1 0 m1((c⊕ zn−1), 1⊕∆xn−1, 0)⊕m1(1, 0, c) = zn,
1 1 m1((c⊕ zn−1), 1⊕∆xn−1, 1)⊕m1(1, 1, c) = zn.

Or, equivalently,

xn−1 yn−1 (14)

0 0 (c⊕ zn−1) ·∆xn−1 = zn,

0 1
[
(c⊕ zn−1) ·∆xn−1 ∨ (c⊕ zn−1) ∨∆xn−1

]
⊕ c = zn,

1 0 (c⊕ zn−1) · (1⊕∆xn−1)⊕ c = zn,

1 1
[
(c⊕ zn−1) · (1⊕∆xn−1) ∨ (c⊕ zn−1) ∨ (1⊕∆xn−1)

]
⊕ 1 = zn.

Finally, simplifying, we obtain

xn−1 yn−1 (14)

0 0 (c⊕ zn−1) ·∆xn−1 = zn,

0 1 (c⊕ zn−1) ∨∆xn−1 = zn ⊕ c,
1 0 (c⊕ zn−1) ·∆xn−1 = zn ⊕ c,
1 1 (c⊕ zn−1) ∨∆xn−1 = zn.

Let us consider two cases, ∆xn−1 = 0 and ∆xn−1 = 1, separately. In the
first case we see:

xn−1 yn−1 (14)

0 0 0 = zn,
0 1 c⊕ zn−1 = zn ⊕ c,
1 0 c⊕ zn−1 = zn ⊕ c,
1 1 1 = zn.

That is, in fact we have only two conditions:

zn = 0, zn−1 = zn.

Thus, depending on the values zn−1 and zn (that is, on the values of ∆x and
∆f) the equation (14) may have a varying number of solutions σ(zn−1, zn):
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1. if zn−1 = zn = 0, then σ(zn−1, zn) = 4,

2. if zn−1 = 1, zn = 0, then σ(zn−1, zn) = 2,

3. if zn−1 = zn = 1, then σ(zn−1, zn) = 2,

4. if zn−1 = 0, zn = 1, then σ(zn−1, zn) = 0.

That is, the solution set is ε × {0, 1}, where ε is a set of zero, two or four
pairs (xn−1, yn−1).

In the case of ∆xn−1 = 1 the equation (14) has more complex form:

xn−1 yn−1 (14)

0 0 c⊕ zn−1 = zn,
0 1 1 = zn ⊕ c,
1 0 0 = zn ⊕ c,
1 1 c⊕ zn−1 = zn,

which is equivalent to:

c = zn−1 ⊕ zn, c = zn ⊕ 1, c = zn, c = zn−1 ⊕ zn ⊕ 1.

It is obvious that at any values zn−1, zn ∈ {0, 1} exactly two of these con-
ditions will be fulfilled, since up to the permutation they are equivalent to
conditions

c = 0, c = 0, c = 1, c = 1.

So the solution set in this case is (ε′×{0})∪ (ε′′×{1}), where ε′, ε′′ are sets
of pairs (xn−1, yn−1), |ε′| = |ε′′| = 2.

Let us introduce the function

Sk(T, α, β) = {(x+ α · 2k, y + β · 2k) |(x, y) ∈ T},

where T is a set of pairs (x, y) for some x, y ∈ {0, . . . , 2k − 1}. It is easy to
see that for each T holds |Sk(T, α, β)| = |T |. Denote

Ψ =
{

(xn−1, yn−1, c)
∣∣∣ xn−1, yn−1, c ∈ {0, 1}, (xn−1, yn−1, c)

are solutions of the equation (14)
}
.

We note that in the above notation

Mn =
⊔

xn−1,yn−1∈{0,1}

Sn−1(Ûn−1, xn−1, yn−1),
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Mn+1 =
⊔

xn,yn∈{0,1}

⊔
(xn−1,yn−1,c)∈Ψ

Sn(Sn−1(Û
(c)
n−1, xn−1, yn−1), xn, yn).

Furthermore,
|Mn| = 4|Ûn−1|,

|Mn+1| = 4
∑

(xn−1,yn−1,c)∈Ψ

|Û (c)
n−1|,

Ûn−1 = Û
(0)
n−1

⊔
Û

(1)
n−1.

That is,

|Mn+1|
|Mn|

=

∑
(xn−1,yn−1,c)∈Ψ |Û

(c)
n−1|

|Ûn−1|
=


∑

Ψ |Ûn−1|
|Ûn−1|

, if ∆xn−1 = 0,

2|Û (0)
n−1|+2|Û (1)

n−1|
|Ûn−1|

, if ∆xn−1 = 1,

=

{
|Ψ|, ∆xn−1 = 0,
2|Ûn−1|
|Ûn−1|

, ∆xn−1 = 1,
=

{
σ(zn−1, zn), ∆xn−1 = 0,

2, ∆xn−1 = 1,

Lemma 1 is proved.

B The proof of Lemma 3

We will show that for any ε > 0 and n > N for some number N , the
inequality F (n)

G(n) 6 1 + ε holds. By the assumption of Lemma, f(k)
g(k) 6 1 + ε

2

for all k > N1 for some number N1. Equivalently, for all k > N1 holds
f(k) 6 (1 + ε

2)g(k). Then

F (n) =
n∑
k=1

f(k) =

N1−1∑
k=1

f(k) +
n∑

k=N1

f(k) 6
N1−1∑
k=1

f(k) +
(

1 +
ε

2

) n∑
k=N1

g(k) =

=

N1−1∑
k=1

f(k)−
(

1 +
ε

2

)N1−1∑
k=1

g(k) +
(

1 +
ε

2

) n∑
k=1

g(k) =

=

N1−1∑
k=1

(
f(k)−

(
1 +

ε

2

)
g(k)

)
+
(

1 +
ε

2

)
G(n).

That is, for all n > N1 for some number N1

F (n) 6
(

1 +
ε

2

)
G(n) + c.
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Since g(k) is a monotonically increasing unbounded function, then for all
n > N2 for some number N2 holds

g(n) > c · 2
ε
.

Then
G(n) > c · 2

ε
,

hence
c 6

ε

2
G(n).

And for all n > max{N1, N2}

F (n) 6
(

1 +
ε

2

)
G(n) + c 6

(
1 +

ε

2

)
G(n) +

ε

2
G(n) = (1 + ε)G(n).

Similarly, for any ε > 0 starting with some n, the inequality F (n)
G(n) > 1− ε

holds. So
lim
n→∞

F (n)

G(n)
= 1⇔ F (n) ∼ G(n).
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