
Forward-Secure Multi-Signatures

Manu Drijvers Gregory Neven

DFINITY

Abstract

Multi-signatures allow a group of signers to jointly sign a message in a compact and ef-
ficiently verifiable signature, ideally independent of the number of signers in the group. We
present the first provably secure forward-secure multi-signature scheme by deriving a forward-
secure signature scheme from the hierarchical identity-based encryption of Boneh, Boyen, and
Goh (Eurocrypt 2005) and showing how the signatures in that scheme can be securely com-
posed. Multi-signatures in our scheme contain just two group elements (one from each of the
base groups) and require one exponentation and three pairing computations to verify.

1 Introduction

There is a long line of work in cryptography on techniques to compress many signatures by differ-
ent signers while maintaining verifiability under the signers’ public keys. Multi-signatures [IN83]
compress signatures by n different signers on the same message M into a single compact signature,
preferably with size independent of n, while aggregate signatures [BGLS03] can compress signatures
on different messages M1, . . . ,Mn.

While somewhat more restricted in terms of functionality, many multi-signature schemes [MOR01,
Bol03, MPSW18, DEF+18, BDN18a] offer the additional advantage of having verification time
(practically) independent of n. Multi-signatures have recently gained popularity for their use in
cryptocurrencies [MPSW18, Poe19] to save precious block space for multi-input transactions, or as
an additional layer of security to protect user wallets.

Another long line of work tries to mitigate the damage done to a cryptosystem when the adver-
sary gets hold of the long-term keys. The concept of forward security [And00] requires that honest
users periodically update their secret keys, so that when their secret key is compromised, the trans-
actions in previous time periods remain secure. For signatures, this means that an adversary who
gains access to the signing key in time period t̄, is still unable to forge signatures for time periods
t < t̄.

Given the widespread use of multi-signatures in cryptocurrencies and the considerable financial
consequences of key exposure, it makes sense to add forward security to multi-signature schemes.
To the best of our knowledge, only a single scheme combining these features has appeared in the
literature [SA09] based on ElGamal signatures [ElG85], but without a proof of security.

1.1 Our Contributions

We propose the first provably secure forward-secure multi-signature scheme. Our scheme is based
on pairing-friendly elliptic curves and is best understood as being derived from the key structure
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of the Boneh-Boyen-Goh (BBG) hierarchical identity-based encryption (HIBE) scheme [BBG05a].
Our signing algorithm is non-interactive, meaning that individual signers can independently gen-
erate their contribution to the multi-signature, and any third party can combine their individual
contributions into a multi-signature.

Cannetti, Halevi, and Katz [CHK07] described how to derive a forward-secure encryption scheme
from a HIBE scheme by embedding the time periods in the identity tree of the HIBE scheme, and
by letting the secret key at period t consist of the decryption keys from which the current and all
future keys can be derived. It is well known that the key structure of an identity-based encryption
scheme naturally yields a signature scheme [BF01, CFH+07] and that a two-level HIBE scheme
yields an identity-based signature scheme [GS02]. Analogously, it is not hard to see that the key
structure of a HIBE-derived forward-secure encryption scheme also yields a forward-secure signature
scheme [BSSW06].

A particular advantage of the BBG HIBE scheme for use as a signature scheme, as opposed to
other HIBE schemes [GS02, BB04, Wat05], is that keys in the BBG HIBE become smaller in size
as one descends the hierarchy. Keys at the leaves therefore become attractive to use as signatures
because they are quite compact, namely one element of G1 and one element of G2 when instantiated
over a curve with an admissible pairing e : G1×G2 → Gt. Moreover, we show that, similar to other
pairing-based multi-signatures [Bol03, LOS+06], signatures on the same message M by multiple
signers are easily aggregated through component-wise multiplication into a compact and efficiently
verifiable multi-signature.

The straightforward scheme, however, is vulnerable to the same rogue-key attacks that have
plagued other multi-signature schemes in the past [MOR01, Bol03, BN06, RY07, MPSW18], mean-
ing that an adversary who chooses his signing key as a function of other signers’ keys can forge
multi-signatures. We show that the Ristenpart-Yilek technique [RY07] of adding a proof of pos-
session to the public key restores security. We prove our scheme secure in the random-oracle
model [BR93] under a variant of the bilinear Diffie-Hellman inversion (BDHI) assumption.

1.2 Related Work

Multi-signature schemes have been proposed based on different assumptions, including RSA [IN83,
OO93, BN07], discrete logarithms [HZ93, LHL95, OO99, MOR01, BN06, BCJ08, MWLD10, MPSW18,
DEF+18], pairings [Bol03, LOS+06, RY07, BGOY07, LBG09, BDN18a], and lattices [BS16]. The
schemes also differ in the way signatures are being generated. All known discrete-logarithm based
schemes require at least two rounds of interaction between the signers. Schemes based on RSA tend
to require a sequential interaction among signers [IN83] or be fully interactive [OO93, BN07]. The
only known non-interactive schemes, i.e., where each signer locally computes his contribution to
the multi-signature and anyone can combine these contributions into a multi-signature, are based
on pairings [Bol03, LOS+06, RY07, BGOY07, LBG09, BDN18a].

There also exist signature schemes that can compress signatures on different messages. Ag-
gregate signatures [BGLS03] can do so in a non-interactive way, while sequential aggregate signa-
tures [LMRS04, LOS+06, Nev08, BGR12, GOR18] require signers to take turns in adding their
signatures to the aggregate. None of these schemes have efficient verification, though, in the sense
of being independent of the number of aggregated signatures.

Forward security was originally proposed for key exchange protocols [And00], but was later
extended and formalized to signature schemes [BM99]. Generic constructions of forward-secure
signature schemes [BM99, MMM02, Kra00] usually organize public keys of any standard signature
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scheme in a tree structure for certification and apply clever techniques to make signing, verifi-
cation, and key update more efficient. Direct constructions have also been proposed based on
factoring [AR00], RSA [IR01, KR03].

Finally, Boyen et al. [BSSW06] proposed a forward-secure signature scheme with untrusted key
updates, meaning, where key updates can be performed on encrypted versions of the key. They
also base their construction on a forward-secure signature scheme derived from the BBG HIBE,
just like we do. We make the underlying forward-secure signature scheme explicit here, re-prove it
in the asymmetric pairing setting, and show how it can be used as a multi-signature.

2 Preliminaries

Let G1,G2,Gt be multiplicative groups of prime order q with an admissible pairing function e :
G1 ×G2 → Gt. Let g1 and g2 be generators of G1 and G2, respectively.

In analogy with the weak bilinear Diffie-Hellman inversion problem `-wBDHI∗ [BBG05b], which
was originally defined for Type-1 pairings (i.e., symmetric pairings e : G × G → Gt), we define the
following variant for Type-3 pairings denoted `-wBDHI∗3.

Input: A1 = gα1 , A2 = g
(α2)
1 , . . . , A` = g

(α`)
1 , A′1 = gα2 , B for α←$ Zq , B ←$ G2

Compute: e(g1, B)(α`+1)

The advantage Adv
`-wBDHI∗3
G1×G2

(A) of an adversary A is defined as its probability in solving this
problem.

3 Forward-Secure Signatures

3.1 Definition

We use the Bellare-Miner model [BM99] to define syntax and security of a forward-secure signature
scheme. A forward-secure signature scheme FS for a message space M consists of the following
algorithms:

Key generation: (pk , sk0) ←$ Kg. The signer runs the key generation algorithm on input the
maximum number of time periods T to generate a public verification key pk and an initial
secret signing key sk0 for time period t = 0.

Key update: sk t+1 ←$ Upd(sk t). The signer updates its secret key sk t for time period t to sk t+1

for the next period using the key update algorithm.

Signing: σ ←$ Sign(sk t,M). On input the current signing key sk t and message M ∈M, the signer
uses this algorithm to compute a signature σ.

Verification. b ← Vf(pk , t,M, σ). Anyone can verify a signature σ for on message M for time
period t under public key pk by running the verification algorithm, which returns 1 to indicate
that the signature is valid and 0 otherwise.
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Correctness requires that for all messages M ∈ M and for all time periods t ∈ {0, . . . , T − 1]
it holds that Vf(pk , t,M,Sign(sk t,M)) = 1 with probability one if (pk , sk0) ←$ Kg and sk i+1 ←
Upd(sk i) for i = 0, . . . , t− 1.

Unforgeability under chosen-message attack for forward-secure signatures is defined through the
following game. The experiment generates a fresh key pair (pk , sk0) and hands the public key pk
to the adversary A. The adversary is given access to the following oracles:

Key update. If the current time period t (initially set to t = 0) is less than T −1, then this oracle
updates the key sk t to sk t+1 and increases t.

Signing. On input a message M , this oracle runs the signing oracle with the current secret key
sk t and message M , and returns the resulting signature σ.

Break in. The experiment records the break-in time t̄← t and hands the current signing key sk t̄
to the adversary. This oracle can only be queried once, and after it has been queried, the
adversary can make no further queries to the key update or signing oracles.

At the end of the game, the adversary outputs its forgery (t∗,M∗, σ∗. It wins the game if σ∗ verifies
correctly under pk for time period t∗ and message M∗, if it never queried the signing oracle on M∗

during time period t∗, and if it queried the corrupt oracle, then it did so in a time period t̄ > t∗.
We define A’s advantage Advfu-cma

FS (A) as its probability in winning the above game.
We also define a selective variant of the above notion, referred to as sfu-cma, where the adversary

first has to commit to t̄, t∗, and M∗. More specifically, A first outputs (t̄, t∗,M∗), then receives
the public key pk , is allowed to make signature and key update queries until time period t = t̄ is
reached, at which point it is given sk t̄ and outputs its forgery σ∗.

3.2 Construction

The following scheme is essentially the result of applying the Canetti-Halevi-Katz technique to ob-
tain forward security from hierarchical identity-based encryption (HIBE) [CHK07] to the signature
scheme determined by the key structure of the Boneh-Boyen-Goh HIBE scheme [BBG05a].

Common parameters. LetM be the message space of the scheme and let Hq :M→ {0, 1}κ be a
hash function that maps messages to bit strings of length κ such that 2κ < q. Apart from the
description of the groups, the common system parameters also contain the maximum number
of time slots T = 2` and random group elements h, h0, . . . , h`+1 ←$ G1. These parameters
could, for example, be generated as the output of a hash function modeled as a random oracle.

Key generation. Each signer chooses x←$ Zq and computes y ← gx2 . It sets its public to pk = y
and computes its initial secret keys as sk0 ← hx.

Key update. Imagine the time periods 0, . . . , 2` − 1 as being organized as the leaves of a binary
tree of depth `, sorted in increasing order from left to right. Then one can see that the path
from the root of the tree to leaf node t is simply the binary representation of t = t1 . . . t`,
where ti = 0 means taking the left branch at level i, and ti = 1 means taking the right branch.

In the same way, each internal node w in the tree can be identified by a bit string w1 . . . wi
describing the path from the root, where i = |w| is the level of the node in the tree. Let’s
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associate to each node w a key of the form

(c, d, ei+1, . . . , e`+1) =

(
gr2 , h

x(h0

i∏
j=1

h
wj
j )r , hri+1 , . . . , h

r
`+1

)
for r ←$ Zq. Given the key of an internal node w = w1 . . . wi, one can derive a key for a
descendant node w′ = w1 . . . wk for k > i as

(c′, d′, e′k+1, . . . , e
′
`+1) =

(
c ·gr

′

2 , d ·
k∏

j=i+1

e
wj
j · (h0

k∏
j=1

h
wj
j )r

′
, ek+1 ·hr

′

k+1 , . . . , e`+1 ·hr
′

`+1

)
for r′ ←$ Zq.
Let the minimal cover of leaves {t, . . . , T − 1} be defined as the smallest subset of nodes so
that the subset contains an ancestor of all leaves in {t, . . . , T − 1}, but doesn’t contain any
ancestor of any leaf in {0, . . . , t− 1}. The secret key sk t at time period t then contains keys
corresponding to all nodes in the minimal cover Ct of {t, . . . , T−1}. To update sk t to the secret
key sk t+1 for time period t+1, the signer determines the cover Ct+1 of {t+1, . . . , T−1}, derives
keys for all nodes in Ct+1 \Ct using the keys in sk t, and securely deletes all re-randomization
exponents r′ as well as all keys in Ct \ Ct+1.

Signing. To generate a signature on message M ∈ {0, 1}∗ in time period t ∈ ZT , the signer derives
from the keys in sk t a key (c, d, e`+1) for the leaf node t = t1 . . . t`. It then chooses r′ ←$ Zq
and outputs

(σ1, σ2) =

(
d · eHq(M)

`+1 ·
(
h0 ·

∏̀
j=1

h
tj
j · h

Hq(M)
`+1

)r′
, c · gr

′

2

)
.

Verification. Anyone can verify a signature (σ1, σ2) ∈ G1 × G2 on message M under public key
pk = y in time period t by checking whether

e(σ1, g2) = e(h, y) · e
(
h0 ·

∏̀
j=1

h
tj
j · h

Hq(M)
`+1 , σ2

)
.

Efficiency. A signature contains one element of G1 and one element of G2, or 32+48=80 bytes
on a BLS12-381 curve. The secret key contains at most one node key at every level d = 1, . . . , `
at any given time, and the key at level d contains one element in G2 and ` − d + 2 elements in
G1, summing up to at most ` elements in G2 and `2/2 + 3`/2 elements in G1 in total. For the
BLS12-381 curve and T = 230 time periods, this comes down to at most 16800 bytes of secret key
material.

Signing efficiency depends on the structure of the node keys in sk t, but when the key for the
leaf node t is precomputed, it takes one simple exponentiation in G1, one 2-multi-exponentiation
in G1, and one exponentiation in G2. By precomputing

σ1,1 ← d ·
(
h0 ·

∏̀
j=1

h
tj
j

)r′
σ1,2 ← e`+1 · hr

′

`+1

σ2 ← c · gr
′

2 ,
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the signature can be computed as σ1 ← σ1,1 · σ
Hq(M)
1,2 once the message M is known, bringing the

online computation down to a single exponentiation. Verification takes one exponentiation in G1

and three pairings (or one 3-multi-pairing). Key update can take up to ` exponentiations in G2

and `2/2 + 3`/2 exponentiations in G1, or 30 exponentiations in G2 and 495 exponentiations in G1

for T = 230 time periods. Key updates can of course be entirely precomputed, if necessary.

3.3 Security

Theorem 1. For any fu-cma adversary A against the above forward-secure signature scheme in
the random-oracle model for T = 2` time periods, there exists an adversary B with essentially the
same running time and advantage in solving the (`+ 1-wBDHI∗3 problem

Adv
(`+1)-wBDHI∗3
G1×G2

(B) ≥ 1

T · qH
·Advfu-cma

FS (A)− q2
H

2κ
,

where qH is the number of random-oracle queries made by A.

Proof. We prove the theorem by first proving that the scheme is selectively secure when the message
spaceM = {0, 1}κ and Hq is the identity function, meaning, interpreting a κ-bit string as an integer
in Zq. Full fu-cma security for M = {0, 1}∗ and with Hq : M → {0, 1}κ modeled as a random
oracle then follows because, given an fu-cma adversary A in the random-oracle model, one can
build a sfu-cma adversary A′ that guesses the time period t∗ and the index of A’s random-oracle
query for Hq(M

∗), and sets t̄ ← t∗ + 1. If A′ correctly guesses t∗, then it can use sk t̄ to simulate
A’s signature, key update, and break-in queries after time t̄ until A’s choice of break-in time t̄′, at
which point it can hand over sk t̄′ .

If A′ moreover correctly guessed the index of Hq(M
∗), and if A never made colliding queries

Hq(M) = Hq(M
′) for M 6= M ′, then A’s forgery is also a valid forgery for A′. Note that for A to

be successful, it must hold that t̄′ > t∗, so it must hold that t̄′ ≥ t̄. The advantage of A′ is given by

Advsfu-cma
FS (A′) ≥ 1

T · qH
·Advfu-cma

FS (A)− q2
H

2κ
, (1)

where qH is an upper bound on A’s number of random-oracle queries.
We show that the scheme with message space M = {0, 1}κ and Hq the identity function is

sfu-cma-secure under the (` + 1)-wBDHI∗3 assumption by describing an algorithm B that, given
a successful sfu-cma forger A′, solves the (` + 1)-wBDHI∗3 problem. On input (A1 = gα1 , A2 =

g
(α2)
1 , . . . , A`+1 = g

(α`+1)
1 , A′1 = gα2 , B), algorithm B proceeds as follows.

It first runs A to obtain (t̄, t∗,M∗). It then sets the public key and public parameters as

y ← A′1

h ← gγ1 ·A`+1

h0 ← gγ01 ·
∏̀
i=1

A
−t∗i
`−i+2 ·A

−M∗
1

hi ← gγi1 ·A`−i+2 for i = 1, . . . , `+ 1 ,

where γ, γ0, . . . , γ`+1 ←$ Zq. By setting the parameters as such, B implicitly sets x = α and

sk0 = hx = Aγ1 · g
(α`+2)
1 . The goal of the reduction is to extract the value of hx from A′, allowing

B to easily compute its (`+ 1)-wBDHI∗3 solution e(g1, B)(α`+2).
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Algorithm B responds to A′’s oracle queries as follows.

Key update. There is no need for B to simulate anything beyond keeping track of the current
time period t.

Signing. To answer a signing query for message M in time period t 6= t∗, B first internally derives
a valid key (c, d, e`+1) for the leaf corresponding to t, from which it can then compute a
signature on M in the standard way. In fact, B derives a valid key (c, d, ek+1, . . . , e`+1) for
the k-th level ancestor of the leaf node t, where k = mini(ti 6= t∗i ) is the leftmost bit of t that
is different from the same bit in t∗. (Note that k must exist and 1 ≤ k ≤ ` because t 6= t∗.)
From this key, B can further derive a key for the leaf node t and a signature for M in the
standard way.

The key for the k-th level ancestor of t must have a structure

(c, d, ek+1, . . . , e`+1) =

(
gr2 , h

x
(
h0

k∏
i=1

htii
)r
, hrk+1 , . . . , h

r
`+1

)
for a uniformly distributed value of r. Focusing on the second component d first, we have
that

d = hx ·

(
h0 ·

k∏
i=1

htii

)r

= (gγ1A`+1)
α ·

((
gγ01 ·

∏̀
i=1

A
−t∗i
`−i+2 ·A

−M∗
1

)
·
k∏
i=1

(
gγi1 ·A`−i+2

)ti)r

= Aγ1 · g
(α`+2)
1 ·

(
g
γ0+

∑k
i=1 γiti

1 ·Atk−t
∗
k

`−k+2 ·
∏̀

i=k+1

A
−t∗i
`−i+2 ·A

−M∗
1

)r
,

where the third equality holds because ti = t∗i for i < k. (Note that in the product notation∏`
i=k+1 above, we let the result of the product simply be the unity element if k ≥ `.) Let us

denote the four factors between parentheses in the last equation as F1, F2, F3, and F4, and

denote their product as F . If we let r ← r′ + αk

t∗k−tk
for a random r′ ←$ Zq, then we have that

d = Aγ1 · g
(α`+2)
1 · F r

′
· F

αk

t∗
k
−tk .

The first and third factors in this product are easy to compute. The second factor would

allow B to compute the solution its (` + 1)-wBDHI∗3 problem as e(g
(α`+2)
1 , B), so B cannot
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simply compute it. The last factor can be split up as

B
αk

t∗
k
−tk

1 = A

γ0+
∑k
i=1 γiti

t∗
k
−tk

k

B
αk

t∗
k
−tk

2 = A−α
k

`−k+2 = g
−(α`+2)
1

B
αk

t∗
k
−tk

3 =
∏̀

i=k+1

A

−t∗i
t∗
k
−tk

`+k−i+2 =

`−k∏
i=1

A

−t∗k+i
t∗
k
−tk

`−i+2

B
αk

t∗
k
−tk

4 = A
−M∗
t∗
k
−tk

k+1 .

Because 1 ≤ k ≤ `, it is clear that all but the second of these can be computed from B’s

inputs, and that the second cancels out with the factor g
(α`+2)
1 in d, so that it can indeed

compute d this way. The other components of the key are also efficiently computable as

c = gr
′

1 ·A
1

t∗
k
−tk

k

ei = hr
′

i ·A`+k−i+2 for i = k + 1, . . . , `+ 1

= hr
′

k+i ·A`−i+2 for i = 1, . . . , `− k + 1 .

For a signing query with t = t∗ but M 6= M∗, B proceeds in a similar way, but derives
the signature (σ1, σ2) directly. Algorithm B can generate a valid signature using a similar
approach as we used above to derive a key at level k, because a signature is essentially a key
at level `+ 1. Namely, B computes a signature

σ1 = hx ·

(
h0 ·

∏̀
i=1

h
t∗i
i · h

M
`+1

)r

= (gγ1A`+1)
α ·

((
gγ01 ·

∏̀
i=1

A
−t∗i
`−i+2 ·A

−M∗
1

)
·
∏̀
i=1

(
gγi1 ·A`−i+2

)t∗i
· (gγ`+1

1 ·A1)M

)r
= Aγ1 · g

(α`+2)
1 ·

(
g
γ0+

∑`
i=1 γiti+γ`+1M

1 ·AM−M
∗

1

)r
σ2 = gr2

by setting r ← r′ + α`+1

M∗−M for r′ ←$ Zq, so that B can compute (σ1, σ2) from its inputs
A1, . . . , A`+1.

Break in. The only nodes in the tree for which B cannot simulate valid keys using the above
approach are nodes that correspond to prefixes of t∗. These nodes are all ancestors of leaf
t∗, however, and therefore cannot be present in the minimal cover of leaf t̄ > t∗. So B can
simulate sk t̄ by deriving the needed node keys in the same way as above.

Forgery. When A′ outputs a forgery (σ∗1 , σ
∗
2) that satisfies the verification equation

e(σ∗1 , g2) = e(h, y) · e
(
h0 ·

∏̀
j=1

h
tj
j · h

M
`+1 , σ

∗
2

)
,
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then there exists an r ∈ Zq such that

σ∗1 = hα ·
(
h0 ·

∏̀
i=1

h
t∗i
i · h

M
`+1

)r
σ∗2 = gr2 .

By the way that B chose the parameters h, h0, . . . , h`+1, this means that

σ∗1 = Aγ1 · g
(α`+2)
1 · (gr1)

γ0+
∑`
i=1 γit

∗
i+γ`+1M

∗
,

so that we have that

e(σ∗1 , B) = e(Aγ1 , B) · e(g
(α`+2)
1 , B) · e(g1, σ

∗
2)γ0+

∑`
i=1 γit

∗
i+γ`+1M

∗
,

from which B can easily compute and output its response as e(g1, B)(α`+2). It does so whenever
A′ is successful, so that

Adv
(`+1)-wBDHI∗3
G1×G2

(B) ≥ Advsfu-cma
FS (A′) .

Together with Equation (1), we obtain the inequality of the theorem statement.

4 Forward-Secure Multi-Signatures

The easiest way to turn the forward-secure signature scheme from the previous section into a multi-
signature scheme is to observe that the component-wise product (Σ1,Σ2) = (

∏n
i=1 σi,1,

∏n
i=1 σi,2)

of a number of signatures (σ1,1, σ1,2), . . . , (σn,1, σn,2) satisfies the verification equation with respect
of the product of public keys Y = y1 · . . . · yn. This method of combining signatures is vulnerable
to a rogue-key attack, however, where a malicious signer chooses his public key based on that of an
honest signer, so that the malicious signer can compute valid signatures for their aggregated public
key. The scheme below borrows a technique due to Ristenpart and Yilek [RY07] using proofs of
possession to prevent against these types of attack.

4.1 Definitions

In addition to the algorithms of a forward-secure signature scheme in Section 3.1, a forward-secure
multi-signature scheme FMS adds the following algorithms.

Key aggregation: apk ←$ KAgg(pk1, . . . , pkn). On input a list of individual public keys (pk1, . . . , pkn),
the key aggregation returns an aggregate public key apk , or ⊥ to indicate that key aggregation
failed.

Signature aggregation. Σ←$ SAgg((pk1, σ1), . . . , (pkn, σn), t,M). Anyone can aggregate a given
list of individual signatures (σ1, . . . , σn) by different signers with public keys (pk1, . . . , pkn)
on the same message M and for the same period t into a single multi-signature Σ.
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Aggregate verification. b ← AVf(apk , t,M,Σ). Given an aggregate public key apk , a message
M , a time period t, and an aggregate signature Σ, the verification algorithm returns 1 to
indicate that all signers in apk signed M in period t, or 0 to indicate that verification failed.

Correctness requires that for all messages M ∈ {0, 1}∗, for all n ∈ Z, and for all time peri-
ods t ∈ {0, . . . , T − 1}, it holds that AVf(KAgg(pk1, . . . , pkn), t,M,SAgg((pk1,Sign(sk1,t,M)), . . . ,
(pkn,Sign(skn,t)), t,M)) = 1 with probability one if (pk i, sk i,0) ←$ Kg and sk i, j + 1 ←$ Upd(sk i,j)
for i = 1, . . . , n and j = 0, . . . , t− 1.

Unforgeability (fu-cma) is defined through a game that is similar to that described in Section 3.1.
The adversary is given the public key pk of an honest signer and access to the same key update,
signing, and break-in oracles. However, at the end of the game, the adversary’s forgery consists of
a list of public keys (pk∗1, . . . , pk

∗
n), a message M∗, a time period t∗, and a multi-signature Σ∗. The

forgery is considered valid if

• pk ∈ {pk∗1, . . . , pk
∗
n},

• Σ∗ is valid with respect to the aggregate public key apk∗ of (pk∗1, . . . , pk
∗
n), message M∗, and

time period t∗,

• t̄ > t∗,

• and A never made a signing query for M∗ during time period t∗.

4.2 Construction

Let HG1
: {0, 1}∗ → G∗1 be a hash function. The multi-signature scheme reuses the key update

and signature algorithms from the scheme from Section 3.2, but uses different key generation and
verification algorithms, and adds signature and key aggregation.

Key generation. Each signer chooses x←$ Zq and computes y ← gx2 and y′ ← HG1
(PoP, y), where

PoP is a fixed string used as a prefix for domain separation. It sets its public key to pk = (y, y′)
and computes its initial secret key as sk0 ← hx.

Key aggregation. Given public keys pk1 = (y1, y
′
1), . . . , (yn, y

′
n), the key aggregation algorithm

first validates the proofs of possession in the public keys by checking whether

e(y′i, g2) = e(HG1
(PoP, yi), yi)

for i = 1, . . . , n, or equivalently, whether

e
( n∏
i=1

y′1, g2

)
=

n∏
i=1

e(HG1
(PoP, yi), yi) .

Of course, these verifications only need to be performed once for each key; after that, the key
can be marked as valid and used in more key aggregation without verifying again. If these
checks pass, then it computes Y ←

∏n
i=1 yi and returns the aggregate public key apk = y. If

not, it returns ⊥.
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Signature aggregation. Given signatures (σ1,1, σ1,2), . . . , (σn,1, σn,2) ∈ G1 × G2 on the same
message M , the signature aggregation algorithm outputs

(Σ1,Σ2) =
( n∏
i=1

σi,1 ,

n∏
i=1

σi,2
)
.

Aggregate verification. Given an aggregate signature (Σ1,Σ2) ∈ G1 ×G2 on message M under
aggregate public key apk = Y in time period t, the verifier accepts if and only if apk 6= ⊥ and

e(Σ1, g2) = e(h, Y ) · e
(
h0 ·

∏̀
j=1

h
tj
j · h

Hq(M)
`+1 , Σ2

)
.

4.3 Security

Theorem 2. For any fu-cma adversary A against the above forward-secure multi-signature scheme
for T = 2` time periods in the random-oracle model, there exists an adversary B with essentially
the same running time that solves the (`+ 1)-wBDHI∗3 problem with advantage

Adv
(`+1)-wBDHI∗3
G1×G2

(B) ≥ 1

T · qH
·Advfu-cma

FMS (A)− q2
H

2κ
,

where qH is the number of random-oracle queries made by A.

Proof. We prove the theorem by showing that a successful forgery A against the multi-signature
scheme yields a successful forger A′ against the single-signer scheme of Section 3.2 such that

Advfu-cma
FS (A′) ≥ Advfu-cma

FS (A) .

The theorem then follows from Theorem 1.
On input the parameters (T, h, h0, . . . , h`+1) and a public key y for the single-signer scheme,

algorithm A′ chooses r ←$ Z∗q and stores (y,⊥, gr1) in a list L. It computes y′ ← yr and runs A on
the same common parameters and target public key pk = (y, y′). Algorithm B answers all of A’s
key update, signing, and break-in oracle queries, as well as random-oracle queries for Hq, by simply
relaying queries and responses to and from A′’s own oracles. Queries to the random oracle for HG1

are answered as follows.

Random oracle HG1
. On input z, A′ checks whether there already exists a tuple (z, ·, v) ∈ L. If

so, it returns v. If not, it chooses r ←$ Z∗q , computes v ← hr, adds a tuple (z, r, v) to L and
returns v.

When A outputs its forgery (pk∗1, . . . , pk
∗
n),M∗, t∗,Σ∗, algorithm A′ first computes the aggregate

public key apk∗ for (pk∗1, . . . , pk
∗
n), creating additional entries in L if necessary. Let pk∗i = (yi, y

′
i)

and yi = gxi2 . If apk∗ = Y 6= ⊥, then it holds that y′i = HG1
(PoP, yi)

xi for all i = 1, . . . , n. From
the aggregate verification equation

e(Σ∗1, g2) = e(h, Y ) · e
(
h0 ·

∏̀
j=1

h
t∗j
j · h

Hq(M
∗)

`+1 , Σ∗2
)

11



and the fact that Y =
∏n
i=1 yi = y · g

∑n
i=1,yi 6=y

xi

2 , we have that

e(Σ∗1, g2) = e(h, y) · e(h, g2)
∑n
i=1,yi 6=y

xi · e
(
h0 ·

∏̀
j=1

h
t∗j
j · h

Hq(M
∗)

`+1 , Σ∗2
)

⇔ e(Σ∗1 · h
−

∑n
i=1,yi 6=y

xi , g2) = e(h, y) · e
(
h0 ·

∏̀
j=1

h
t∗j
j · h

Hq(M
∗)

`+1 , Σ∗2
)
.

For all yi 6= y, A′ looks up the tuple (yi, ri, vi) in L. We know that vi = hri , and hence that
y′i = hrixi . By comparing the last equation above to the verification equation of the single-signer
scheme, and by observing that y′i = hrixi , we know that the pair

σ∗1 ← Σ∗1 ·
n∏

i=1,yi 6=y

y′i
−1/ri

σ∗2 ← Σ∗2

is a valid forgery for the single-signer scheme, so A′ outputs (σ∗1 , σ
∗
2).

5 Variants and Extensions

Using internal nodes. For ease of exposition, our scheme only assigns time periods to leaf nodes
in the tree. Alternatively, one could follow the approach of [CHK07] to use all nodes in the tree, in
a pre-order traversal, as time periods, which will improve the efficiency of the key update algorithm.
Time periods are then identified by bit strings of length at most `, rather than exactly ` bits, and
a signature in time period t = t1 . . . td is a tuple of the form

(σ1, σ2) =

(
hx ·

(
h0

d∏
j=1

h
tj
j · h

Hq(M)
`+1

)r
, gr2

)
.

Details are left to the reader.

Non-binary trees. One could try to reduce the key size by using b-ary trees instead of binary
trees. A larger value of b reduces the depth of the tree, but increases the amount of key material
that must be kept at each level of the tree. To support T time periods, one needs a b-ary tree of
depth ` = dlogb T e. A node key at level d, however, can now take up to b− 1 keys of one element
in G2 and (`+ d− 2) elements of G1.

The savings effect is quite limited, however, because the disadvantage of needing more keys per
level quickly starts dominating the advantage of having less levels. For practical values of T , the
maximum size of the secret key will usually be minimal for b = 3.

Parallel key timelines. In some applications, a signer may want to maintain several parallel
timelines for different usages of a signing key. For example, in a sharded blockchain, the shards may
be running in parallel at different speeds, without strict synchronization between the shards. If a
time frame of the forward-secure signature scheme corresponds to the block height of a blockchain,
for example, then the signer needs to maintain a different key schedule for the different shards.

12



A trivial approach to “scope” a forward-secure signature scheme is of course to use certificates.
More specifically, the signer generates a standard signature key pair (pk , sk) and one forward-secure
signature key pair (pk scope , sk scope,0) for every scope that he plans to use. The signer creates and
publishes certificates for all public keys pk scope using sk and securely deletes sk . (Deleting sk is
needed because otherwise an adversary, after breaking in, can re-generate and re-certify a fresh key
pair (pk scope , sk scope,0) for an existing scope.)

A more efficient approach for our particular scheme is to replace the fixed common parameter h
with the output of a hash function HG1(scope, scope). Meaning, during key generation, the signer
generates sk scope,0 ← {HG1

(scope, scope)x for all relevant scopes scope and deletes the master key
x. It can then update, sign, and aggregate signatures for each scope separately in the same way
as before, but substituting HG1

(scope, scope) for h. Verification of individual signatures and of
multi-signatures is also the same as before, substituting HG1(scope, scope) for h.

Tighter security. The loss in tightness in Equation (1) of T · qH can be brought down to T · qS

using Coron’s technique [Cor00], where qS is the number of signing queries made by the adversary
A, by hashing the message into G1 instead of into Zq. Namely, a multi-signature would be a tuple
(Σ1,Σ2,Σ3) satisfying

e(Σ1, g2) = e(h, Y ) · e
(
h0 ·

∏̀
j=1

h
tj
j , Σ2

)
· e
(
HG1

(msg,M),Σ3

)
.

This scheme has the additional advantage of saving up to ` elements of G1 in secret key size, but
signatures are one element of G2 longer than the base scheme. We leave details to the reader.

Alternative key aggregation mechanisms. In situations where public key length is crit-
ical, one could alternatively reuse techniques from [MPSW18, BDN18b] where signers’ public
keys are simply given by pk i = yi = gxi2 , but the aggregate public key is computed as apk ←∏n
i=1 pk

Hq({pk1,...,pkn},pki)
i . Individual signatures (σ1,1, σ1,2), . . . , (σn,1, σn,2) are aggregated as

(Σ1,Σ2) ←
( n∏
i=1

σ
Hq({pk1,...,pkn},pki)
i,1 ,

n∏
i=1

σ
Hq({pk1,...,pkn},pki)
i,2

)
,

so that verification can be performed as usual.

Partial aggregation of multi-signatures. Further savings in terms of signature length can be
obtained by partially aggregating multi-signatures. Multi-signatures (Σi,1,Σi,2) under aggregate
public keys apk i = Yi on messages Mi for time periods ti for i = 1, . . . , n, can be compressed into
an aggregate multi-signature (Σ1,Σ1,2, . . . ,Σn,2) where Σ1 ←

∏n
i=1 Σi,1, which can be verified by

checking that

e(Σ1, g2) = e(h,

n∏
i=1

Yi) ·
n∏
i=1

e
(
h0 ·

∏̀
j=1

h
ti,j
j · hHq(Mi)

`+1 , Σi,2
)
.

Care must be taken, however, that either the messages Mi are all different, or that all aggregate
public keys apk1, . . . , apkn are “trusted”, in the sense that the verifier checks that they are composed
of individual public keys with valid proofs of possession. One could enforce the messages Mi to be
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all different by including the aggregate public key in the message Mi = apk i‖M ′i , but this has the
disadvantage that the aggregate public key (and hence, the set of signers in the aggregate) must be
known at the time of signing. Failure to follow these precautions makes the scheme insecure, because
for a given aggregate public key apk1 it is easy to come up with a “rogue” key apk2 = gx2/apk1

that allows an adversary to forge an aggregate signature on any message under apk1 and apk2.
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